Review Panel Summary - SNS Super Conducting RF Controls Final Design Review 

The SNS Super Conducting RF Controls Final Design Review was held at LANL on August 1, 2001. The review panel consisted of Curt Hovater, Paul Corredoura, Coles Sibley, Brian Chase, and Chris Ziomek. This document summarizes the individual comments from these reviewers.

Panel Summary

The Review Panel met after the presentations and discussed their observations as a group. Overall the panel felt that the design is progressing well and the LLRF team is making good progress. Each panel member has written up notes in detail, but the panel did identify a few main topics of concern including:

1. The error budget is not well defined and the total field error tolerances seem to be inconsistent.

2. A high-level system design process for the accelerator is noticeably incomplete. Upper management needs to coordinate the LLRF subsystem with the various other subsystems.

3. In order to manufacture, test, and support the large quantities of modules, documentation control, revision control, and production management has to be addressed.

4. The schedule and manpower seem very tight. Another high-level person to help Mark is recommended.

5. The panel was concerned about the modulator: the distortion, DC offsets, and the resulting sidebands.

6. Do not use obsolete components! Replace the obsolete ADCs on Dave’s module.

7. Insist that the EPICS development begin as soon as possible. You cannot wait until the hardware is complete to begin the EPICS development.

Specific Comments from Curt Hovater

The team as assembled is a good group of people. The designs are far along and appear to be workable. In some cases it may be over designed and this may reflect the fact that not all of the requirements were known up front (and still not). The schedule seems very tight. Given the tasks and the resources (people), it is hard to believe that the project can stay on schedule. Software and firmware, in my opinion, has been underestimated. I think that some of the group could benefit from leaving the Mesa and visiting Jefferson Lab (Mark, Sung-il, Kay, and Dave), especially as it pertains to the SRF design. Everything being said, the design is more than flexible enough to accommodate changes and should, when completed … be a robust and reliable system. My questions and comments are below.

1. The values for phase and amplitude control (0.5% and 0.5o) seem tight. What is the spectrum for this stability? Is there a time associated with this or is absolute for all time given the amplitude and phase reference? Have you compensated in your model for slow HVAC variations, Diurnal variations, and seasonal variations? What is the contingency if this specification is not met i.e. you meet 1% and 1o. When is the design review for the Master Oscillator and associated frequency distribution systems?

2. It did not appear in the RF power budget that day to day detuning had been taken into account. What I mean by this is that the tuners will always be between the limit where the turn on (where ever that is ~ 50 Hz???) and resonance. 

3. Given the present Qext ~ 5*10^5, has any one thought about increasing the Qext to ease the RF power budget. This might be nice on the medium beta cavities where the Lorentz coefficient may be rather large. Has this been optimized for RF power, microphonics, LLRF bandwidth and beam current? What are the trade offs?

4. As you well are aware the 800 KHz cavity mode away from 805 MHz needs to be handled delicately. Some combination of digital filtering, possible phasing and Klystron tuning could reduce the amount of energy placed into the mode. At CEBAF we used an analog notch filter in the feedback path (obviously not possible in your case).  

5. Can the tuners run 24/7 during beam operations? Why not? This is done at CEBAF with no affect on the users.

6. Quench Interlock needs more thought. I can easily see the window being slowly made larger and larger (just to operate) until the interlock has been compromised.

7. EPICS Controls: Requirements documents seem to be lagging behind. Commissioning software is needed for cryomodule, RF and beam testing. It would be nice to have down loadable code through EPICS.

8. I think that you have underestimated time needed for software/firmware for the LLRF system. This is especially sensitive since Yi-Ming has left. Mark can forget about a vacation for the next two years! 

9. It is not clear to me that all the functions of both DSP’s have been spelled out. My impression is that the second DSP is there for spill over from the first and may not be necessary. Since much of the cavity tuning is going through EPICS the PPC/IOC could easily handle much of the signal processing that this DSP is doing.

10. Perennial recommendation: You could eliminate three PLD’s (Forward Power, Reflected Power, & Beam) by using a commercial quad DDC (AD, Intersil). The throughput is adequate for you needs (1 MHz for the Intersil) and this would free up board space and reduce parts costs. The second DSP could easily swallow all three signals and give it something to do! 

11. Inter-lab gripe, the RF system as a whole seems too compartmentalized, there needs to be one authority over seeing the whole RF system and a lot more communication. There are many loose ends and I hear “That’s not my problem” a lot. We need to keep the emails, phones and video conferences flowing. Please let me know if you are not getting answers to questions asked or directed to Jefferson Lab.

12. Other notes that may already have been said.

a. Obsolete ADC on the HPRF board. Find a new one.

b. Purchase spares upfront, saves on setup and parts orders. You also may want to purchase enough critical parts (that may go obsolete in time) for the additional SRF cavities that may be installed.

c. Get JLAB a prototype as soon as possible. 

d. The lunch provided was excellent (just checking to see if you have read this far!).

Specific Comments from Paul Corredoura

First of all I want to make a general comment on how impressed I was at the amount of progress made since we last met in January. Clearly the team has switch gears from the initial exploratory work and has really focused on the nuts and bolts design. Seeing the prototyped hardware and very useful simulations is very encouraging. Excellent progress :)

There are a few items I would like to mention that might deserve some post review discussion by the team:

1. I know I keep mentioning this but I'm concerned about the high-order cavity mode which is not that far from the accelerating mode. Someone needs to evaluate how strongly this mode couples to the beam, input waveguides and sampling probe. If there is no possibility of positive feedback with the planned loop gains then this is probably a dead issue. If there is potential for instability then a simulation should be done to determine a strategy to prevent positive feedback. Some of the ideas discussed by the panel were:

a.  Include sufficient filtering to reduce the loop gain below unity for the unwanted mode. I believe you were talking about a FIR lowpass to perform this task but the cutoff frequency mentioned last review was insufficient for this task. Chris suggested a notch filter which has the advantage of adding less group delay for the fundamental mode. Another approach would be to add some pure digital delay to properly phase the high-order mode for damping. Each station might require a different length of shift register (pure digital delay units) to accommodate variations in transport delay in waveguides and cables but this sounds workable to me.

b.  I believe that at the last review the plan was to add a substantial FIR at the cavity field probe receiver to limit the bandwidth. I would consider a very simple 2 tap averager to remove the high frequency spur from the mixer DC offset and perhaps the added delay taps or notch filter. This allows you to measure field signals with the maximum bandwidth (you paid for it already). It might prove to be a good diagnostic. This approach will allow you to use small FPGAs at the RF receiver inputs and could reduce cost. Use FPGAs with the same footprint/pinout so you could always load in larger ones if something unforeseen arises. Put all the bandwidth limiting filtering in the large FPGA. There is no need to have two big FIR filters in series, it's a linear system. If you do this I bet you can increase the control bandwidth substantially.

2. Knowing the amount of trouble time slot jitter caused the SLC it would be good to handle it up front. By time slot jitter I refer to variations in klystron voltage & RF gain/phase caused by different AC line loading on each of the 6 60 Hz harmonics of the 360 Hz 3 phase distribution. SLAC had mechanical high power (1 kW) phase shifter which prevented them from applying adaptive feed forward. SNS does not have that restriction. Having software with a different set of feed-forward waveforms for each time slot, each adapted only by it's own time slot might be a simple solution. If you think about it now it might not be that much work as compared to redoing it later. I think it's worth discussing.

3. There needs to be someone in charge of system engineering. This engineer should be responsible for getting all parties with systems talking to other systems in the same room to firm up the system interconnect and communication issues. Some standardization might be enforced to reduce duplicating efforts (I'm thinking common software for history buffering, perhaps sharing databases in some cases). I think if you got a representative from each group together to draw a interconnect diagram on a white board some gotcha's might be eliminated.

4. I think Chris is going to mention this but the error budget didn't add up. Beam dynamics folks should provide you with a better description of the tolerated error budget. Things like correlated vs. uncorrelated errors and how the allowed errors vary along the machine are necessary for you to do your job optimally. This information should be in a formal document, not just a phone call or email.

Some Details:

1. Tony's IQ modulator looks poor. I checked to see if I could get you some of the IQ modulators we use in our signal generators ( their normally for internal Agilent use) but the marketing guy never called me back :(So I suggest sending your test data to the manufacturer and see if it meets their specs and if they can make some suggestions. Otherwise try to find a better part. RF Microdevices would be a possibility.

2. Remote programming of the firmware should be incorporated.

3. Board stiffeners might be a good idea for the boards or at least the complex ones.

4. The dedicated link to the control room seems like overkill to me. It has to be expensive too. Is it really necessary? What do the EPICS folks think they can provide instead? I'll stop here!

OK that is all I have to report on. I'm impressed with the work everyone has done. I fully expect that this project will be a success. Thanks for the opportunity to participate in the review. Please call me if there is anything I can do to help.

Specific Comments from Coles Sibley

Power limits on K20 and K70 could be a problem.  If these klystrons run out of headroom what are the fallback positions?

Several issues are still unresolved with the cryo interface, and possibly several others.  A high level RF review, workshop, or several videoconferences should be held so all parties are involved and accept (or acknowledge) interface issues.

A comment was made about knowing where the beam was shut off from so the feed forward routines would ignore the pulse.  This info if not available on the RTDL.  If a pulse is cut off, shouldn’t all LLRF systems ignore the pulse?  If it is a requirement we (controls group) need to know it’s a requirement.

It was mentioned there is ~22k of data per pulse.  Does the control system need this pulse to pulse, or only on command?  Should be written up in a control system ICD.

DSPB isn’t doing much?  Is it really needed?

The LLRF is presently not planning on using the beam phase from the BPM system.  If it is, the diagnostics group said it is an added cost and not in the baseline.  Phase matching the cables could be time consuming.

The random pulse profile requested by diagnostics and Accelerator physics could excite modes or cause other problems in the LLRF control.  A dialog between groups could clear up problems before they exist.

The 20k1000 Altera part appears reasonable.  Going to a smaller part would increase gate usage to high percentages creating problems for upgrades and reduce flexibility.  The cost of these parts ($1900 ea) will probably go down with time, so ordering later could save money.

ADC’s are obsolete.  The design should be changed to incorporate a newer ADC.

The schedule and manpower seem tight.  Warnings should be posted early to keep everyone informed.

Document control, version control, and deliverables to ORNL.  All documentation, calibration data, history, serial numbers, etc should be delivered to SNS in electronic form, compatible with the ORACLE data base.  Paper documents will be lost.  George Dodson is coordinating efforts to get all data into Oracle, including PDF’s of paper hardware manuals.

Two fiber optic cables per LLRF system run to the control room are planned for online diagnostics.  There are plans to multiplex other RF signal, using a digital scope and something like a 64 input, 4 output analog multiplexer.  Can these LLTF signals use the same multiplexer, eliminating the fiber runs?

There was no cost breakdown during the review so we can’t comment on costs.

Specific Comments from Brian Chase

First off I would like to thank the RFCS team for being well prepared and having the project documentation at a state that allows for a successful critical review.  The team has a good handle on the major design issues and is moving forward with good speed towards a working solution.  Due to the distributed nature of this project, there are some communications issues with other groups and the SNS staff.  While it appears that everyone is giving their best efforts, a cohesive effort towards clear understanding by all groups will be the key to the success of this machine.  There was talk of having a SNS team member come out and work for at least several months with the LANL team.  This is a very good idea!

There seems to be a little stress over what has been called “orphan signals”.  I am guessing that some of these signals get passed to the LLRF system by arguing simplicity of IO.  Domain analysis is one of the toughest tasks.  As systems get more complex, intermingling of signals across domain boundaries increase complexity exponentially.  At all stages in the project from design, commissioning and operation, a red flag should be raised if it takes more that one or two people to trouble shoot a problem.  Poor domain analysis leads to lots of meetings and in the end a group of very confused operators trying to run a machine.  When these intersystem signals are defined, the documentation and the cable plant drawings need to be maintained at a high system level, not with the LLRF group.

The LLRF is complex and expensive at this point.  Part of this is driven by the very tight regulation specs.  I feel that the expectation of turning this system on and not having to touch it for months is unrealistic.  Right now the error budget does not add up and some errors are not included.  I believe that with some experience, the digital filtering algorithms will be simplified and may require less from the CPLDs.  The 20K Altera family allows for small and cheaper chips with the same pinout.  One advantage to Chris’s suggestion for placing the FIR filter in the forward path is that there will only need to be one filter, not four.  I also strongly agree with the suggestion to replace the low pass with a comb filter.  It is a much simpler filter to build and has a much shorter group delay.

It may be important for the LLRF to damp the mechanical modes of the SC cavities.  I suggest that a control point can be made by pulse-width modulating a short RF period at the end of the modulator pulse.

One error that has not been accounted for is the 1.1 MHz ripples that will be driven by the chopped beam.  I have been told that this ripple will be so small as to not matter.  This may be true, however it would be good to see the numbers.   First if we look at the super conducting cavities as the best case, rise time is on the order of 200 microseconds and on at least some stations beam loading is near 100% of the Klystron power.  Therefore the power rise time is about 0.5% per microsecond and the ripple from the 300+ nanoseconds will be 0.17%.  The phase shift will be on the order of 0.1 degrees and correlated with the power ripple.

The side-coupled cavities are worse because of the lower stored energy in the cavity.  I don’t have any numbers so I will guess that the fill time is on the order of 20 microseconds and beam loading is on the order of 40%.  If I am correct about this, the ripple will be on the order of 0.7% and 0.3 degrees of phase.   It may also be possible that the chopped beam will drive some of the other modes in the cavity.  It will be very hard for the LLRF control system to deal with any of these modes. 

There was some discussion as to the non-synchronous relationship between the RF start pulse and the ADC clock.  At first glance this will produce a 25 ns component addition to timing jitter.  Depending on the implementation, the sample rate may be the 10 MHz under sampled signal.  If so this will add 100 ns to the jitter, which will be an issue.  Even if the jitter is only 25 ns, it will be the dominant error in the ADCs and feed forward.  The discussion of the synchronization flip-flop between the 25MHz and LO produces the same issues.

Questions for Cavity Signal Processing:

I don’t understand the IQ detector accuracy spec of <0.1%.  This will be very difficult to achieve without ovenizing the RF board, and hard to reach this level of calibration.

The SRF Resonance Fine Tuning Algorithm works off of I’m guessing cavity phase wrt the reference line.  The most straightforward measurement is forward waveguide to cavity phase.  I don’t understand what information is contained in the Beam only response of the cavity.  Measurement of the relative sidebands produced by AM or PM is the best no beam calibration for cavity tuning that I know of.

SRF Quench Protection – Normal:

First replace “Normal” with “Nominal” or some other word, as “normal” is a bad state in the super-conducting world.  More importantly, the detection scheme will be hard to realize.  There will be great pressure to accelerate beam at any point in the pulse where the cavities are making gradient.  It is unlikely that you will have 100 microseconds to go into perfect regulation to make this measurement.  There should be other clues from a cavity quenched that will be easy to detect.

An interesting goal for the RFCS would be to try to make use of some of the Klystron power before the modulator reaches flattop.  There is a large amount of power wasted during the 100 us rise time and fall time.  It is something on the order of half a megawatt average power or $600 per day.  The rapid change in the group delay of the Klystron during the modulator pulse rise could be taken out with this digital control system.  Probably some of the fall time could also be used if the beam current was tapered off.  In the future, line power to beam power efficiency will be very important.

Modeling of SRF Control System:

This section was covered too fast and is lacking in detail for me to make much of a judgment.   From what I understand, it looks well thought out with no real problems. I have read through the comments of the first review and I will add my concern to others about the FIR filters.  It looks like these filters have become the largest group delay in the loop that will cut your closed loop bandwidth in half.  Pursuing multitap combiners will help with the side-coupled cavities at least.  Bandwidth with SRF may not be a big issue.

One problem that we have had at FNAL is switching power supply noise from the RF amps modulating the Klystron drive signal.  While this modulation is small, it is present at all stations at close to the same frequency.  These modulation vectors cancel at times and add up at others, which produce a measurable energy spread.  It is important to characterize these amplifiers at full power for AM and PM noise.   

I am concerned about the number of spare modules.  Single spares for 402 and 805 NC is a problem.  Six spares for 81 oper stations for SRF is better, but still a concern.  How about spare parts?  Parts should be bought for the life of the project.

Again, good job!  Everyone should be looking forward to running a great machine!

Specific Comments from Chris Ziomek

Overall, the design and implementation are progressing very well. I am still concerned about the schedule, but the LLRF team looks strong and is making good progress. I was very impressed with the progress that Sung-il has made with the modeling effort. He is asking and answering some very good questions. The following list describes the issues that I noted.

1. The error budget was not consistent from one presentation to the next. The total errors from all sources exceed the 0.5%/0.5 degree specification. I would strongly suggest that you have the accelerator physicists provide you with an error mask of allowable error versus frequency. You need to differentiate between slow drift, noise, and transient effects. Jim Stovall indicated that the LLRF system needs to maintain the 0.5%/0.5 degree errors under all conditions during a many month operational cycle. If this is true, you will need to add some slow drift correction algorithms to adjust setpoints by measuring beam characteristics.

2. The power budget modeling was excellent, but indicates the importance of the resonance control system. One problem that I see is that you assume a perfect resonance control system. I believe that you should add some measurement error, noise, control system tracking error, etc. Have you analyzed the control accuracy of the resonance control system? Also, the EPICS portion of this loop is critical and should be well defined.

3. The dynamic range on the IF sampling ADCs for the field and resonance control is very important. Tony’s measurement technique is suspect, but if the ADCs truly have only 50 dB dynamic range, you need to analyze the affects of 0.3% measurement error on your control loops.

4. I know that we discussed the FIR filters in some detail during the last review, but I want to reiterate some concerns. The FIR filter in the feedback path should be carefully evaluated. Every clock cycle is important when you are trying to conserve loop bandwidth. Your desire for linear phase filters is not appropriate for a control system – the phase lag cause by doubling the delay is far more detrimental than any caused by phase non-linearity. The purpose of this feedback filter is to filter out the Fs/2 spurs caused by the I/Q demodulation process. Consequently, a much broader bandwidth filter (with less group delay) can be used in the feedback path. I suggest filtering the 800 kHz mode from the forward path compensator instead of the feedback. I would use a notch filter that has less group delay than a lowpass filter. Just filtering the mode from the feedback does not guarantee that it will not be excited by feedforward.

5. The RF gate must be synchronized for adaptive feedforward to be most effective. The 25 ns jitter will cause errors in the feedforward signals.

6. Your schedule of 9 months to field the first system sounds overly optimistic. I would have to see the schedule broken down into much smaller identifiable milestones to be convinced that this is accurate.

7. Make sure that your budget includes spare components for waste in the manufacturing process. Your contract manufacturer will be able to give you an idea as to their waste numbers.

8. Add a serial EEPROM on all modules for serial number, revision number, options, calibration data, etc. This will allow you to document the exact details of each module (with each byte individually programmable, as opposed to Flash where you must erase everything to reprogram one byte).

9. Revision control, documentation control, and formal controlled engineering documentation will be extremely important. We find that the operational aspects of manufacturing, testing, tracking, and supporting many units in the field are very resource intensive. I strongly suggest putting very detailed control procedures in place early.

10. If possible, provide internal test procedures in hardware, firmware, and software (EPICS). This includes looping back signals where appropriate, self-test algorithms, and automatic EPICS test functions. This will save you many man hours when you get into testing and troubleshooting hundreds of modules.

11. Implement field re-programmability over the VXIbus backplane for all programmable devices (FLASH, CPLD, PFGA, etc.). It is not practical to reprogram hundreds of installed instruments down on the accelerator floor.

