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Machine Protection Input Requests:


The purpose of the MPS is to reduce the radioactivation of Machine Equipment to as far below regulatory limits as is reasonably achievable (ALARA) and to protect machine equipment from damage due to the high beam power. The MPS must be reliable, and fail in a safe state, Beam Off.  The MPS must also have a high degree of availability.  False trips must be minimized.  The Machine Protection System should be capable of completing a system checkout in less than four hours.  This involves running a sequencer program that will drop out each MPS input and verifying the CARRIER_LINK did drop out.  In order to accomplish the system checkout ALL inputs must have a mechanism to be tripped.


The inputs to the MPS must serve to accomplish these two goals.  Inputs to the MPS should be selected if a fault of the system will cause beam loss or damage to equipment.  The input should be evaluated such that it is not a direct input to another system that has an input to the MPS.  An example is a water regulation loop going out of tolerance.  This may or may not affect the beam.  The LLRF system would detect the fact that the RF phase drift is becoming to large and the beam is deviating from optimum.  Signals such as this should go into the EPICS Alarm handler system, not the MPS.  Systems should not rely on another system for protection, for example a transmitter high voltage power supply tripping will cause a klystron to turn off which would cause the LLRF to report the failure.  Both of these systems should have an input to the MPS.


Some systems could cause an Alarm and a MPS trip.  For example, the Beam Loss Accounting System (BLAS) will integrate the losses over time.  When the integrated losses approach the 1 W/m or 1 nA/m limit an Alarm could be set.  When the losses get above some threshold, the BLAS could trip the Beam Permit System.


The following questions should be answered before requesting an input to the Machine Protection System:

1. Will a fault of the system directly cause a loss of beam?  If a system does not directly affect the beam, it should use EPICS alarms and not the MPS.

2. What is the time lapse from a detection of the fault to beam loss?  Systems with slow response times can use PLC’s or software, fast response requires hardware.

3. Is this system providing inputs to another system that will shut off the beam?  

4. Will the fault recover quickly, within several beam cycles?  If so the FPS should be used.  Otherwise the BPS should be used.

Quality assurance considerations:


The Machine protection system consists of hardware boards that combine equipment protection inputs and enable or disable a carrier signal to propagate to the front-end shutoff equipment.  Presence of a carrier allows beam, lack of a carrier signal will inhibit beam.  There are two carriers, one for fast protect, one for beam permit.  

The fast protect system is intended to be used as a tuning aid.  For ALARA purposes it will reduce beam loss by shortening the beam pulse when losses occur. The sensors have adjustable trip points so inputs do not have to be masked in order for tuning to proceed. These inputs can be masked through software trip points if required to allow commissioning to proceed. This system should be considered a QA level 3 system, as there are many hardware components involved and several levels of software required.  Any trained operator or Accelerator physicist can do the changing of trip points and the bypassing of inputs through software. The Run Permit System and associated EPICS screens will monitor the trip points and bypassed inputs.  These screens will serve as a reminder to operations of the inputs affected. The actual hardware that concentrates the inputs and receives and transmits the carrier signal is a QA 2 system.

 The Beam Permit System is intended to protect machine equipment from being damaged or unnecessarily activated due to system failures or operator error.  When a system failure is detected, an excessive amount of radiation is detected, or an unexpected change in beam current is detected, the BPS will disable the carrier signal and the beam will be shut off.  Resumption of beam cannot proceed until the condition is corrected and the faults acknowledged and reset. Normal configuration control is exercised for most inputs (i.e. they are QA 3).  Some of the BPS equipment has a higher level of configuration control due to the importance of its protection function.  This equipment is considered to be QA 2 (but could possibly be elevated to QA 1 based on future studies).  For all equipment in this category, both the inputs to the MPS and the sensors are located in locked cabinets or chassis.  In order to bypass any of the equipment in this category, a committee consisting of Operations, Accelerator Systems, and Safety personnel has to approve.  The offending equipment should be repaired as soon as possible.  Figure 1 shows the locked chassis arrangement for the configuration-controlled MPS equipment.  The FPS and BPS inputs and carrier links are locked in a chassis for configuration control [In the figure:  backbone will generally be copper rather than fiber.]

The run permit system consists of several software applications.  The main purpose of the run permit system is to verify configuration of beam lines during mode changes, and to set default masks when starting an intrusive beam measurement, i.e. a wire profile measurement.  The system will also periodically scan the mode masks that are downloaded to hardware during initialization and compare them with allowable settings.  (These should not change without rebooting an IOC).  The hardware jumpers that enable the Beam Permit inputs to be masked through software are read and compared with the configuration database.  The system can shut down the fast protect system, the beam permit system or both if errors are found in the configuration.  The QA plan for software development is on the Controls Web Page.
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Figure 1.  MPS Input / Output chassis – Configuration controlled version.

Reliability, Availability and Maintainability comments

The Fast Protect System and the Beam Permit System will rely on processed sensor inputs, not input scans.  The input circuits or systems will process the inputs and provide an OK / NOT OK signal to the MPS.  The Run Permit System will scan at periodic rates.

All QA level 2 inputs will be redundant.  These sensors will be split between PLC’s.  Different types of sensors will be installed where possible.  For instance the beam dumps will have temperature sensors, pressure sensors, klixons and water flow interlocks for the level two sensing and beam loss monitors for level three.

The machine protection configuration files will reside on two servers. The configuration files will be kept in an Oracle (or equivalent) database. Each IOC will read both files to ensure they are up to date and consistent and compare the date signature with an EPICS release date code (or an EPICS variable). Each file will also contain the normal checksum errors to ensure reliable data. 

MPS checkout:

A large number of sensors of a variety of type will be used to generate input signals to the Machine Protection System.  These include analog, digitally processed, and discrete inputs.  Where possible, it is recommended that the actual sensor be exercised to check the response through the system.  For example, a current monitoring sensor could have a current injected through the sensor that would simulate a real beam signal.  Other sensors should have a normal reading in the active range of the raw output, i.e. a temperature sensor’s raw output is 4 – 20 ma.  These sensor trip circuits can be verified by changing the trip point below the normal reading. Closing a valve and monitoring the “OPEN” contacts can check discrete sensors, such as a gate valve’s contacts.  The fault should be indicated when the valve is not OPEN.

Operation of input tests will be via the standard ICS distributed control system, not through the MPS.   A number of PLC’s will be in use throughout the facility for PS monitoring, vacuum control, cryo module control, etc.  Most of these will have outputs to the machine protection system.  The PLC’s should be programmed with test modes installed. For instance, it is impractical to turn off a vacuum pump to verify the MPS input.  A test “relay” contact could be programmed into the PLC that would open the MPS input from reception of a test command.  The PLC could automatically open the connection for a predetermined amount of time, and then close again automatically.  Other test facilities include changing trip points, or simulating equipment faults in the PLC software.  These simulation modes and test features should automatically time out and revert to normal operation after a short period.

Fast Protect Inputs:


The Fast Protect System is intended to protect the machine during tuning operational modes.  The FPS will turn off the beam for the duration of a macropulse when beam abnormalities are sensed.  The possible inputs to the Fast Protect System are listed in Table 1.  The actual number of inputs will likely be a subset of this list.  Sensors can be added as required.  The sensors for the Fast Protect Inputs must respond in the 10’s of usec range to be useful.  The actual time constants involved will be determined experimentally, and can be adjusted online by an expert user.  The processing of all of these sensors is done digitally in the instrumentation IOC’s (or equivalent).

The Loss monitors are the main input to the FPS.  Losses will occur during tuning modes of the machine.  The loss monitors will allow continued tuning of the machine while limiting the losses.  These will have to be masked during certain operations, such as performing a beam profile measurement. The inputs will usually be in the form of excessive losses. 

The BPM’s could be used in areas of high dispersion if a time dependant energy structure is present in the beam.  This could be caused by power or phase ramps in the RF system.  

The Low Level RF could be an input to the FPS.  If an arc or “fast” vacuum excursion is detected, the beam could be held off until the problem goes away.  The Run Permit System could turn off the beam if an extraordinary number of events occur during a specified period of time.

Current monitors can detect a sudden loss of beam (or sudden increase in the Ring Dump).  These could be used in tuning modes while the beam is being centered in the magnets and on the targets or dumps.

FAST Protect System Inputs

 
BPM
Loss 
LLRF
Current
Total

 
 
Monitors
 
 Monitors
 

 
 
 
 
 
 

LEBT
 
 
 
 
0

MEBT
6
 
 
2
8

RFQ
2
 
1
1
4

DTL
12
12
6
6
36

CCL
16
24
4
2
30

SRF
30
58
92
3
183

HEBT
13
39
2
5
46

RING
96
96
4
3
199

RTBT
16
48
 
 
64

 
162
277
109
22
570

Table 1.  Fast Protect System Inputs

Beam Permit Inputs:


The Beam Permit System is intended to protect the machine during tuning and normal operational modes.  The BPS will turn off the beam and latch the fault condition when system abnormalities are sensed.  Possible inputs to the Beam Permit System are listed in Table 2.  The actual number of inputs will likely be a subset of this list.  Sensors can be added as required.  The sensors for the BPS Inputs respond in the 10’s of usec to seconds, depending on the system.  The response should be fast enough such that the beam is turned off before beam loss or equipment damage occurs.


The majority of the inputs to the Beam Permit System are an indication that a system is functioning properly, is enabled, or is in the proper state for the present operational mode of the machine.  The system’ status required for machine operation can be different for different modes.  In other modes, the status of a particular system might not matter.  The event link inputs the present operating mode of the machine.  A hardware mask lookup table is used to determine the appropriate state of a device.

Beam Permit System Inputs

 
RF
PS
Current
Wire
Harp
Loss 
Kicker
Dumps
Vacuum
Total

 
 
 
Mon.
Scan.
 
 
 
Targets
 
 

 
 
 
 
 
 
 
 
 
 
 

LEBT
1
1
 
 
 
 
 
 
 
 

MEBT
2
17
2
 
 
 
 
 
 
 

RFQ
1
0
1
1
1
 
 
 
 
 

DTL
6
0
6
6
2
 
 
 
 
 

CCL
4
73
2
8
 
 
 
 
 
 

SRF
92
58
3
29
 
 
 
1
 
 

HEBT
2
54
5
14
2
2
 
 
 
 

RING
4
66
3
 
 
2
8
1
 
 

RTBT
 
55
 
4
2
4
14
2
 
 

Total
112
324
22
62
7
8
22
4
290
851

Table 2. Beam Permit System Inputs

SNS MPS Input Requirements


The Machine protection system has to interface with equipment throughout the facility.  Each WBS group has multiple systems that interface to the MPS.  The interfaces described in this document are common to all WBS groups with the subsystem being discussed.  Systems specific to a WBS group will be discussed separately.


The Machine Protection System Requirements Document describes the requirements for the MPS.  The Conceptual Design report for the SNS-MPS-VME module and transition module describe the hardware that receives the fast protect and beam permit inputs.

Timing System interface requirements: WBS 1.9.2


The first SNS-MPS-VME board receives two signals from the timing system.  The BEAM_PERMIT_CARRIER is a 2.667 MHz TTL square wave signal with 50% duty factor.  The signal is derived from the Ring RF frequency or the Ring turn by turn clock (TBT).  The actual frequency is the Ring TBT times 16 divided by 6, so the frequency can change slightly depending on the exact energy being injected to the ring.  The FAST_PROTECT_CARRIER is an 8 MHz TTL square wave derived from the Ring TBT clock.  The actual frequency is the Ring TBT times 16, the EVENT_LINK_CARRIER frequency divided by 2.  This frequency will also drift depending on the injected energy to the ring.  The input circuit receiving these signals is shown in figure 3.
The master chopper-timing wheel synchronizing circuit is allowed to “drift” within +/- 500 (sec from the line zero crossing.  If the phase error goes beyond these limits the beam should be vetoed or aborted using the Fast Protect System.  This should be a standard TTL level input to the fast protect system.

Front End Interface requirements: WBS 1.3.1, WBS 1.3.2

MPS Outputs to Front End equipment for Beam Shutdown:

The Machine Protection System will interface with the front-end systems in at least four ways to inhibit the beam.  The FPS will shut off the beam for the duration of the macropulse by forcing the TTL output to the LEBT chopper control LOW, and by forcing the TTL output to the RFQ RF drive circuit low.  The BPS will inhibit beam until fault conditions are cleared and the BPS input channel is reset.  The BPS sends a TTL HI signal to the 65 KV supply for normal operation.  The signal goes low in a fault condition.  The BPS also ends a TTL level HI signal to the RFQ power supply.  A low level signal indicates a fault condition.

When the input to the 65 KV supply goes low, the interlock chain is broken and an IGBT switch is opened, disabling the 65 KV in the source.  Although the time to disable the switch is fast (<10 usec), there is enough stored energy in the source to allow another 8 or so pulses.  Simultaneously, a TTL level input to the RFQ Power supply will go low.  This will disable the power to the Klystrons driving the RFQ that will inhibit beam within one cycle of the switching frequency (20 KHz).

When the Fast Protect input to the chopper control chassis goes low, the chopper electronics changes the pattern of the high voltage switches to force the beam into a circular pattern that will hit the one of four LEBT collimators.  When the MPS input to the RFQ RF drive goes low, a pin diode circuit turns off the RF drive to the RFQ.  The LEBT chopper consists of four electrodes that steer the beam in a particular pattern, either onto one of four collimators that intercept and measure the beam, or allow the beam to pass to the RFQ and MEBT.  A comparator circuit compares the beam intercepted on a collimator with the voltage profile on the corresponding deflector electrode.  If a switch fails, or the profiles do not match, the LEBT comparator circuit shuts off the Beam Permit circuit.  The input to the Beam Permit circuit from the chopper control chassis is a standard MPS input described above.

MPS checkout:

As described above, all MPS inputs will be verified periodically.  The checkout involves tripping an input and verifying that the carrier link dropper out and the protection device in the front end turned off.  The shutdown equipment may have large AC breaker involved in the protective shutdown circuit.  It is desirable to defeat this breaker during checkout while still receiving verification from the device that it shut down.

Front End Inputs to the MPS: WBS 1.3

Inputs to the BPS include the LEBT Chopper and the MEBT chopper.  A high QA duty factor monitor measuring the current duty factor out of the source is highly desirable.  During machine commissioning the power on the linac dump, extraction dump and target has to be limited to less than 33 KW.  The injection rate can vary from one to 60 HZ.  During beam profile measurements, the maximum macro pulse length is 100 (sec or the wire will be destroyed.  Although this is a minor failure in terms of dollars, it will be a major inconvenience due to a lack of working instrumentation.


The LEBT Chopper system could fail in several ways, HV switch failure, HVPS failure, etc.  A device should be included in the design of the LEBT to monitor the voltage to the deflection plates and a description of the appropriate waveform.  A comparison of these signals will indicate proper operation of the LEBT.

MPS checkout:

The duty factor monitor should be capable of injecting a signal in to the current sensing device with a programmable duty factor.  For each different maximum power machine mode, injecting at the maximum allowed rep rate and increasing the pulse width until a trip is verified will verify the system.  Likewise, the rep rate can be increased to verify the system trip.

Personnel Protection System Interface: WBS 1.9.9


The Personnel Protection System will provide two inputs per search section to the MPS.  The inputs are from redundant PLC’s.  The inputs are TRUE if beam is permitted into the area, and false if beam is not permitted.  There are several modes for each search area but the MPS is only concerned with the beam enable mode.

MPS checkout:


The PPS system checkout would have to be manual.  The MPS outputs need to be verified while the PPS goes out of run mode or between beam lines.

Vacuum system interface to the MPS: WBS 1.3, 1.4, 1.5

The vacuum system consists of a number of PLC’s connected to the various vacuum interfaces.  The vacuum system also has inputs to the low level RF system.  These signals should be considered independent and provided to each system.  The acceptable vacuum levels vary depending on the location in the machine.  The vacuum system should shut down the Beam Permit input under the following conditions:

1. A gate valve has been requested to close through EPICS.  (The MPS will take care of masking the input if the valve is in a beam line that is not being used).  

2. A gate valve is detected as “NOT OPEN” from the contacts on the valve.

· The trip points and durations listed below are for the Cryo modules.  Vacuum systems in other areas have different parameters.

3. The vacuum is detected as being above 10-6.

4. The vacuum is detected as being above 10-7 for greater than 10 seconds.

5. The vacuum is detected as being above 10-9 for greater than 1000 seconds.

6. Detection that a critical pump has failed indicating that a vacuum failure is imminent.

The vacuum inputs to the MPS are standard TTL inputs as described above.

MPS checkout:


The vacuum system needs to manipulate signals to verify the inputs to the MPS.  The command to close a valve should cause a fault input to the BPS.  Changing the trip point of the vacuum system to below the present vacuum reading should also cause a valve to close and the input to the BPS to indicate a fault.  (See also programming test modes in Reliability, Availability, and Maintainability comments)

Cryomodule MPS inputs: WBS 1.4.12


 The inputs to the MPS from the super conducting cavities are actually inputs from other systems. All inputs below also inhibit the Klystron drive. The sensors are processed by the cryo PLC, vacuum PLC and the LLRF system.   They are discussed here to ensure none are inadvertently left out.  (See Summary of SCL Interrupts, SNS Interfaces20000311 pg. 3-2131.pdf).

1. Gate Valve Position Indicator Switch

2. Precipitator Differential Pump Status

3. Maximum Pressure in WG

4. Tuner Position Limits

5. Tuner Hunting Inhibitor Reflected Power

6. Excess Incident Power

7. Beam Loss per Meter Limit

8. Helium Boil Off Rate

9. Wrong Helium Level Inhibit

10. Helium Pressure Sensor (Pressure stability)

11. Coupler Window Arc Detector

12. Coupler window over Temperature

13. Coupler Electron Probe

14. Coupler Outer Temperature

15. Coupler inner Temperature

16. Coupler vacuum limits

MPS checkout:

See programming test modes in Reliability, Availability, and Maintainability comments.

RF System inputs to the MPS: WBS 1.4


The RF system is comprised of the High Voltage Pulsed Power Supplies, Transmitters, and LLRF systems. Although there are several configurations of transmitters, the same signals from each go to the MPS. The HVPPS contains the AC switchgear, SCR regulated DC power, and the switch mode power converters.  The BPS receives one signal from each HVPPS, TTL HIGH signal for the no fault condition.  The transmitter contains the pulsed power devices, high power RF equipment and Klystrons.  Each transmitter supplies the BPS with a TTL level HIGH signal for the no fault condition.  Each Klystron has an associated Low Level RF controller.  Each LLRF control board will provide the BPS or FPS a TTL HIGH level signal for the no fault condition.

MPS checkout:

Each system should provide test routine for the MPS shutdown functions.  If possible, the test should be done at the sensor level, by injecting a test signal.  When this is not practical, the MPS signal should be interrupted (as a minimum). See programming test modes in Reliability, Availability, and Maintainability comments.

Power Supply Inputs to the Machine Protection System: WBS 1.3, 1.4, 1.5

Beamline Power Supplies:


The status of all power supplies should be input to the beam permit system.  The inputs are standard TTL level inputs as described above.  The masking of inputs not required by the operating mode of the machine is the responsibility of the MPS VME hardware.  The MPS input should be a TTL HIGH indicating that the supply has DC enabled and all interlocks are satisfied.  A DC off command or the loss of any interlock should force the TTL output LOW indicating a fault.

MPS checkout:


The EPICS database should include an MPS test function that will save the present set point and set the supply to zero.  After the supply is at zero or minimum output, the supply should be turned off. Turning off the power supply should induce a fault in the MPS input.  The supply then should be turned on and reset to the previous value through the appropriate cycling procedure.

Ring Extraction Kicker Supply: WBS 1.5.4


The kicker magnet power supplies will provide an indication that they are charged and ready to fire for the next beam pulse.  After firing, the kickers will be discharged.  It is the responsibility of the Kicker power supply system to allow adequate time for the supplies to charge before deciding to disable the beam permits.  The input to the BPS is described above.  Each kicker supply should report its status independently.  It is acknowledged that one kicker could misfire and the beam will still be transported to the target.

MPS checkout:


The status of the charging supplies can be verified as described above.  The status of the kicker switches and charging status can be checked by lowering the high voltage below the acceptable HV threshold and observing the MPS output go to a TTL LOW state.  A mechanism for determining the health of the switch should be determined for switch verification.

Shunt Monitors of Magnet Currents: WBS 1.5.4


Selected power supplies need two types of inputs to the MPS.  The DC status indicating whether the supply is on (TTL Level HIGH), a Shunt trip circuit indicating the supply is below a threshold, and a shunt comparator indicating the output current from the supply is between some minimum current and below a maximum current.  The thresholds will be determined experimentally during commissioning.  A list of the power supplies requiring the additional shunt monitoring circuits is listed below.

Linac Dump

LDUMP:QH1, QV2, QH3, QH4, QV5, QV6

Ring vs. Linac Dump
HEBT:DH11, DH12

Injection Dump
IDUMP:Q1

Ext. dump vs. Target
RTBT:DH13
(RTBT:DH14 is added)

Extraction Dump
EXTDUMP:QH1, QV2

Target


RTBT:QH26, QV27, QH28, QV29, QH30

The trip circuits should contain two window comparators. The first window comparator circuit should output the following signals to indicate the supply is off:

1. A TTL HIGH signal when the voltage measured across the shunt is below a minimum threshhold indicating there is no current flowing in the magnet.  

2. A TTL LOW signal when voltage is detected indicating a fault condition, or current flowing through the shunt.

The second window comparator circuit should output:

1. A TTL HIGH signal when the voltage measured across the shunt is above a minimum threshold and below a maximum threshold.  This indicates the magnet is on at a satisfactory level.

2. A TTL LOW signal when the voltage measured is below the minimum threshold or above the maximum threshold.  This indicates a fault condition.

The thresholds will be set using the output of a PLC analog OUT or a manual set point at the sensor.  The PLC method is preferred.

MPS checkout:


The “normal” status of the supplies can be verified as described above.  The status of the output current can be verified by setting the supply to minimum, just above the first comparator minimum threshold, below the second comparator threshold, between the thresholds of the second comparator, and above the maximum threshold of the second comparator.  The states should check out as described above.

SNS Ring Collimators: WBS 1.5.8


The collimators in the ring are designed to intercept 1 kW of beam.  The water cooling parameters should be inputs to the BPS.  The signal levels are the standard TTL level inputs.

Beam Dump and Target Interface: WBS 1.6, 1.9.6


The beam dumps have several inputs to the MPS.  The Dump control systems are PLC base systems that monitor non-beam related parameters.  Inputs to the system include the following:

1. Input water flow (Redundant)

2. Output Water Flow (Redundant)

3. Output water temperature (Redundant)

4. Inlet flow to Windows (For both windows) (Redundant)

5. Outlet flow to Windows (For both windows) (Redundant)

6. Pressure between Windows

The dump control PLC continuously monitors these inputs and outputs an OK signal or FAULT if a parameter is in a bad state.  In addition to the parameters listed above, the mercury target monitors a number of other parameter as inputs to the Machine Protection System.  These are detailed in an SNS internal document.

In addition to the dump and target protection systems, several types of beam monitors and magnet status monitors will be used for the beam dumps and target protection. The shunt monitors for the magnets described above ensure that the current flowing through the magnet, independent of the power supply monitoring is between some predetermined limits.  For the target and dumps, this ensures that the focusing on the windows and dump is set so the beam intensity does not exceed the design limits. 

Harps will be used to measure the beam profile giving a measure of the current density and integrated beam current on the dump.  The beam current monitors integrate the current so the maximum power on the dumps is not exceeded.  The loss monitors also give an indication of the beam power on target.  For the injection dump these devices will also integrate the signals to monitor the degradation of the foil. A decrease of stripping efficiency on the order of 1 – 2% will give an increase in the monitoring signals of approximately 10 to 20%.  Constant monitoring of the injection efficiency as measured by an HEBT current sensor and a Ring sensor will monitor slow changes in efficiency that is a measure of the health of the foil.

The beam related instrumentation is described in the instrumentation section below.

MPS checkout:

See programming test modes in Reliability, Availability, and Maintainability comments.

Beam Diagnostics Systems: WBSs 1.4.5.2 and 1.5.7


The majority of the instrumentation systems will use similar digital processing hardware and software.  Input from these systems to the MPS are all TTL level high signals indicating no fault conditions.  The digital interface to MPS is the same as all other systems.  All systems should have the standard calibration signals and system check features listed above.


There are several monitors required for high QA systems, the three dumps and the target.  They are presently not identified in the Diagnostics baselined.  A loss monitor system such as the Fermilab Chipmunks or the LANSCE “Fail Safe ion chamber beam loss monitor system” needs to be included.  The ionization chambers will have to be modified due to the increased peak losses in the target and dump area’s.  The loss monitors will be used as part of the duty factor monitoring system.  A high QA beam current monitor needs to be identified.  The current monitors should be installed in each dump or target beamline and one in the front end or HEBT.  The sensors could be the same as those used in the beam current accounting system but the signal processing should be separate.  A BPM could also be used by integrating the power of the four striplines.

Beam Position Monitors:


There are beam position monitors in all beam lines. The MPS will allocate inputs for the Beam position monitors, however they will require commissioning time before the monitors are selected.  The processing system for the monitors is almost all digital in nature so the system will require beam time for system testing.  The goal for the MPS is reliability and availability so systems will not be used as inputs to the MPS until they are proven to be reliable and have limited false trips.

The most likely use for position monitors will be in watching the position and angle of the beam in critical locations before the dumps and target(s).  Monitors in dispersed regions can also be used for delta energy monitoring.

Beam Loss Monitors:


There are two types of loss monitors at SNS, ion chambers and scintillation detectors.  The scintillation detectors are used when fast response is required.  These are not used in the MPS.  The ion chambers have a response time of several microseconds.  This is fast enough to be used in the FPS.  The monitors are placed on all beamlines, near each quadrupole where a beta max occurs.  They will also be placed at several other key areas to watch for fast losses.  These are the same monitors used for the Beam Loss Accounting System.  The analog inputs are digitized at 60 MHz.  The digital processors will add an input filter before going to a digital comparator.  The output from this comparator is sent to the MPS.  The signal is then time and window averaged for use in the Beam Loss Accounting System.  The Beam Loss Accounting system is used for monitoring long-term losses.  It will originally send alarms to the OPI through EPICS and not be used as an input to the MPS. 

Beam Current Monitors:


There are several types of beam current monitors used at SNS, fast current transformers, integrating current transformers, and Bergoz DCCT.  Several problems exist which could cause problems in using these devices for the MPS.  The current transformers measure the charge going through the sensor.  Any beam scraping before the transformer could cause secondary electrons to go through the transformer, canceling the signal of interest.  The length of the beam pulse will cause significant droop in the raw signal.  Digital signal processing techniques will be used to offset this effect.  The signal in the Ring increases by 0.1% per injection turn, or three orders of magnitude injection.  The gain of the circuit will have to be changed to measure the current with desired resolution.

HARPS:


The HARPS being designed for SNS will give the beam profile upstream of the windows in the dump lines.  The signals will be used to calculate the beam intensity at the window and dump, and can be used as a measure of the integrated current.  There will be redundant HARPS in each beam line.  It is acknowledged that some of the wires or foils will break during operations.  There needs to be a user defined maximum allowable number of breakages before the device is deemed unusable. 

Beam in Gap Kicker:


The Beam in Gap kicker is part of the measuring system to measure how much beam is in the gap in the ring.  Any beam in the gap will be an uncontrolled loss during extraction as the kicker is turned on.  It may be desirable to include this system in the Beam Permit System.  The input to the BPS is the standard TTL level input.

Table 3 – Summary of possible beam diagnostic inputs to MPS

 
MEBT
DTL
CCL
SRF
HEBT
Ring
RTBT
Total

BPM Phase
12
24
32
60
44
88
34
294

Loss
 
12
24
58
40
119
57
310

Current
2
6
2
3
5
2
5
25

Wires
5
6
8
29
11
1
5
65

Harps
 
2
 
 
2
 
2
6

Foil Video
 
 
 
 
 
1
 
1

Beam in Gap
 
 
 
 
1
1
 
2

Software Considerations: WBS 1.9

Global Database:  

A relational database such as ORACLE or Microsoft Access will be used for all MPS input signals, hardware settings, mode parameters, etc.  A number of different reports will be generated including the EPICS database, IOC boot script, C.A. permissions file, alarm configuration file and archiver configuration file.  In addition, two configuration control files will be created, one for the IOC initialization routine containing a mode mask array for each board, and a global configuration file containing all MPS board configurations.  The first file is loaded into the MPS board during initialization.  The contents of the SRAM should not change after initialization.  The global configuration file is used by the run permit system to verify systems status during mode changes and as a consistency check for mode masks and software bypass requests. 
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Figure 2. Oracle (or equivalent) database

EPICS database:


The EPICS database handles all read back values and software mask inputs.  The time stamps are received in the interrupt service routines and converted to EPICS time stamps. 

In general, all MPS-related IOC database configurations are the responsibility of other WBS 1.9 subsystems. The MPS applications will run concurrently with the other applications (e.g. vacuum control, PS interface, etc.) on the associated IOCs. 

Also in general, the IOC hardware infrastructure that MPS VME boards plug into (VME crates, processor board, utility board, etc.) are provided by other WBS 1.9 subsystems.

Exceptions to the above include the IOCs in the front end that are dedicated to cutting off beam; these will be provided by WBS 1.9.2.3.

Debounce Control:


Each Fast Protect input has two parameters associated with “debounce” logic.  The input is allowed to go into the fault condition “n” times in “m” seconds.  After the number of fault conditions occurs within the allocated time, the output will latch off until reset by operations.  A default setting of 0 indicates a free running state with no latch conditions.  The time is broken down into machine cycles.

Naming Conventions:


The MPS database will follow the standard naming convention as outlined in 

http://www.sns.gov/projectinfo/ics/119/srdNaming.pdf.

MPS Standard Input Circuit:


An HPCL 2612 opto coupler will be the standard input receiver for all MPS inputs.  The input circuit is shown below.  An opto coupler driver circuit, such as a 74ALS1005 with a pull up resistor of 470 ohms to +5v should be used to drive the circuit.  The Source voltage and signal return are galvanically isolated from the MPS input module.
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Figure 3. Transition Module Layout

MPS Cable Standards WBS 1.9.2.3


The following cable will be used as the standard CARRIER link cable throughout the facility.  This cable should be suitable for all runs less than 100 meters.  In particularly noisy environments, fiber optic cable can be used.  The cable runs between the communication closets, the MPS Backbone cable, will be multimode fiber optic cables.  These communications racks will be kept secured for configuration control purposes. 

Trade #
STD
AWG (Strand
Core O.D.
Shields
Z
Vel
Nom

Industry Stds
Lgth(ft)
Type(dia)
Nom O.D.
Nom. D.C.R.
(ohms)
of
Cap.

9463
100
Nom D.C.R
 
Beldfoil
 
Prop
19.7 pF/ft

UL AWM 2464
U-500
20 (7x28)
0.15 in
55% TC Braid
78
66.00%
 

NEC CM CL2
500
TC 0.038 in
0.234 in
Inner
 
 
 

CEC CM
U-1000
9.5 ohms/M'
 
4.1 ohms/M'
 
 
 

 
1000
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Metric
Meters
 
 
 
 
 
 

 
30.5
.965 mm
3.810 mm
Inner
 
 
64.6 pF/m

 
U-152.4
31.2 ohms/km
6.172 mm
13.4 ohms/km
 
 
 

 
152.4
 
 
 
 
 
 

 
U-304.9
 
 
 
 
 
 

 
304.9
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Decription:

Twinaxial Computer Cable. 20 AWG stranded tinned copper conductors with color coded polyethylene insulation (Clear, Blue). Beldfoil® shield and Tinned copper braid, 55% coverage. Blue PVC jacket. (CPE jacket optional) Allen-Bradley Part No. 1770-CD

Temperature Rating : 80°C Voltage Rating : 300 Volts (UL) P-MSHA SC-182/6 - Pennsylvania Department of Environment Resources and United States Mine Safety and Health Administration Certification.
Attenuation

      Freq
Nom. Atten.
Nom. Atten.

       MHz
(dB/100ft)
(dB/100m)

1
0.6
1.97

10
2.1
6.89

50
5
16.39

100
7.5
24.6

200
11
36.1

400
16
52.5

Insulation: 
Polyethylene

 Jacket: 
PVC 

 Plenum
n/a 

 Version(s):
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