SNS Time Stamp of Data


The goal of the system proposed is to allow time stamping of SNS data such that data taken on different processors can be correlated. Time stamping will be used to identify on what pulse the data was taken. Presently the maximum pulse rate is 60Hz.


Proposed System #1


A timing system master IOC will keep a master time-of-day clock.  It will be a counter that is initialized on startup and then incremented on each 60Hz tick pulse. Sixty hertz pulses are generated by electronics that provide an output phase locked to the power line frequency. The accuracy of the clock will depend upon the accuracy of the power line frequency.  It’s known that the line frequency varies over time and may be faster or slower than the 60Hz nominal frequency. 


There will be a utility module in each VME IOC.  It will have a counter that is initialized on startup and incremented by signals from the event timing system to keep the slave counter in sync with the master counter.


The system and procedures for maintaining the TOD counter and for keeping the slaves updated at 60Hz is described below.

Master Timer


The input to the master will be 60Hz pulses and a signal providing accurate time-of-day (TOD) information. The TOD information will be obtained from an IRIG signal. This signal typically comes from a GPS receiver, has TOD information encoded on a carrier and can provide time accurate to about a microsecond.  


The Master will have three counters.  The first is a 6-bit modulo 60 counter which is incremented on each 60Hz event. When the count gets to 60, the counter resets and generates a carry to a 3-bit seconds counter.  The seconds counter counts to 8, resets and sends a carry to a 29 bit counter. This last counter is counting time in 8 second increments. When the times gets to 24 hours, all counters are reset to zero. The 3 bit and 29 bit counters form a 32 bit counter which gives the time of day in seconds.


When the master system is started it must initialize all three counters.  To do this it must obtain accurate TOD information. It reads this data from a VME board that accepts the IRIG signal input and provides TOD to the computer. The computer will wait until it gets a 60Hz interrupt, then read the TOD and set all three counters to the appropriate value. At this time the TOD and master time counters are identical.


The time counters will deviate from IRIG time because of the drift in the line frequency. This drift will make the 60Hz input signal run faster or slower depending upon the load on the line and other factors. Its expected that the deviation will not accumulate as the power companies will try to keep the number of extra or missing cycles to a minimum.  (At the last meeting it was reported that the error could be 100 or 1000 cycles a month. This should be checked.). Using the numbers above, the error could be in the range of 1.5 to 15 seconds.  This may be the maximum allowed and hopefully the deviation is much slower.


Because the master has both the IRIG signal and counters, it can keep track of the difference between the IRIG (true) time and the master time counters. The control system can provide this data to the control room.  An alarm can be generated if the error exceeds a set value. Since the master can also be a slave, it can also track the propagated signal against the transmitted clock and report errors if they do not agree.


The master board needs to have a way of recognizing missing 60Hz interrupts. This could be done by reading the IRIG signal on each interrupt and making sure the interval between pulses is close to 16.666milliseconds.


A good IRIG generator will have a flywheel clock that keeps the time updating even if there is a loss of GPS signal.  


It’s possible that  master clockserver will detect an error.. We need to have a procedure for resetting the clock. If the master clock is reset, then all the slave systems have to also be reset.


Starting and Syncing the Slave


The connection between the master and slaves is the RHIC standard timing system. This is an event encoding system. One of the events of the timing system is the 60Hz ticks. 


The slave computer will have a utility board that has a 32 bit TOD register and a 6-bit tick counter.

It will also have a timing system decoder and thus receive the 60Hz events. On the 60Hz events, the tick counter is incremented. On each carry of the tick counter the 32 bit TOD counter is incremented. Once the slave and master timers are synced, the counter on the utility board will have the same time as the master time clock.


The problem is synching  the 32 bit TOD counter. When the slave starts up it will request time from the master IOC. The slave will send a read when it received the 8-second event. It’s assumed that the process of requesting and receiving the time could take severaly ticks. By reading on the 8-second event the system insures that the upper 29 bits of the time counter do not change while the read request is being processed. To synchronize the master and slave timers, the 8-second event will be used to clear the tick counter and low 3 bits of the TOD counter on the slave boards.


The slaves cannot use a NTP server to get the time of day. As stated above the time server does not keep in sync with real time but may deviate depending upon the line frequency. 


The utility module clock will be used to generate an Epics time stamp. The Epics time stamp consists of two words, one contains the time-of-day in seconds and the other is the fractional time in nanoseconds. The first word is directly obtained from the utility module. The second word is obtained by reading the tick counter and converting the 60Hz counts to nanoseconds via software.


The slave boards need an interrupt on loss of timing signal carrier. If the carrier is loss then the 60Hz events could be lost and the time counters may not be in sync with the master counter. Whenever a loss of carrier is detected, the slave CPU has to go through an initialize cycle again. The utility board must generate a loss-of-carrier circuit. Loss of carrier will generate alarms to warn of possible errors. All time stamps could be in error between the time the loss of carrier is detected and the slave completes a resync process.


Timing Errors


The timing system and real-time will only be in sync when the master timing system is initialized. After that all the slave IOC’s will remain in sync to the master clock but they will not be in sync with processors using a clock based on the national standard.


Normally workstations and PCs get their time updated using NTP software and reading a host computer that has a link to a time standard.  The IOC time and workstation time may drift. The magnitude of the drift is not known. The master timing system can keep track of the error if it has a connection to a time standard. 


One problem with this approach is that the time stamp used by IOCs and the time stamp used by workstations, PC and other control systems may not agree. For example conventional facilities may time stamp using a time-of-day.  If the difference is a second, then the data could not be correlated to more than a second.  If we use PCs as Epics IOC’s then we have to find a way to get the timing system data into the PC’s.


If we pursue this system then it’s recommended that we do a test to check how much time will be off over a long duration (1month). We need a time reference signal, a 60 Hz signal derived from the line, a VME board that reads the time reference signal and some software. The software should start counting 60Hz interrupts and then compare the count with the GPS time. The NSLS has the hardware that could be used for initial testing. The final testing would have to be done at ORNL.


Notes

It’s necessary that we have a continuous 60Hz interrupt even if the accelerator is off or there are no injected pulses.  The 60Hz reference has to be maintained even if the accelerator is not running or if everything is running at a lower rate, say 30 Hz or 1 Hz.


If there is a loss of carrier, then its possible that many IOCs will all detect the loss at the same time and all ask the master IOC for new data. This could present a problem. The procedure for dealing with it must be worked out. 


Proposal #2

In this proposal the master system will read the IRIG data on each 60Hz interrupt. This means that we know the exact time to a microsecond of each pulse.  This data could be broadcast to each slave. With this procedure there is no need to resync on missing pulses, or on IOC startup. Each broadcast gives a new set of data and the correct time.   You do not have to run at 60Hz. The system will work at any frequency. You do not have to maintain a  60Hz clock when the computer is not running. 

The VME systems will be in sync with other host computers, like PC’s or Unix computers using the NTP software to set their clocks.


The RTDL was one way of doing this.  The circuitry is already available on the utility board.


Another way of doing this is using commercial boards like reflective memory. One advantage of this is that there are both PC and VME interfaces. The cost may be a disadvantage.


There is a suggestion that we use the RTDL system to also encode IOC reset commands. 


With the RTDL system the server and receivers are already designed so there is no development work. It does require running an extra wire to each processor. The RTDL system could be used to broadcast other data. Examples are energy per pulse, current, which target, operating mode. If they are done by the RTDL link they reduce the burden on the Event link.


There is no startup procedures needed. On each pulse new data is received.


There is no software recovery procedure such as resyncing when there is a loss of signal caused by a disconnected wire. 


Proposal #3


This proposal uses the timing system to broadcast data and possibly to also reset PCs.


About 20 events would be set aside and would operate as follows.

Event #255 is IOC reset.

It would be followed by two events to define which of 256 computers was to be reset.

Each of the two events would be an event between 0 and 15.  The event number would provide four bits of information. Two events would provide 8 bits of information.  Thus three events on the timing system would define which CPU to reset. The number of computers that could be handled would increate by a factor of 16 if one more event were allowed.


The utility module would need a decoder to detect the arrival of an IOC reset sequence. The master module would need software or circuitry to put the sequence on the line.  The master module would have to make sure that the arrival of another event does not interfere with the transmission of the reset sequence.


The same procedure could be used to send data via the timing system.

Event #254 could be the start of data transmission.


Following this event would be the transmission of a code and then data.

If byte 1 and 2 were an 8-bit code and byte 3 and 4 were 8bits of data, a five byte sequence would give 256 data items, each of size one byte.  The number of data items or the size of the data packet could be increased by increasing the number of bytes in the sequence.


The advantage of this approach is that one wire is used for multiple functions.

The disadvantage is that it might make the utility board more complicated.  There would have to be an evaluation to determine if the master timing board needs to be modified and if writing the above sequences with software would be satisfactory.

Summary


Proposal #1 requires some hardware redesign. For #1 the utility board has to be modified and system software is needed to keep IOC’s in sync. The proposal does nothing to keep systems other than VME modules in sync. We don’t know how far out of phase the time stamp is from real time of day.


Proposal #3 requires that the event timing system be modified to receive data in a register.  The utility boards will have to be modified. Some change to the master may be needed.


Proposal #2 requires a new server but no new design. It keeps VME systems in sync with computers using the NTP software.  It requires an extra wire.  It is capable of sending lots of other data to IOC’s if the need arises.  With some redesign, it would be capable of including a cpu reset function. The VME software is simple. There is no initialize or syncing software needed.

