
Front End Commissioning Lessons Learned
Minutes of meeting held Thursday, January 30, 2003
revised February 17, 2003

revised March 24, 2003

revised April 9, 2003
What constitutes “Ready for Commissioning”?
· Do we need a signed, formal turnover next time?
· What do we do to ensure that components are ready to be installed, when people want to install them?
All Accelerator equipment and components for corresponding stage of commissioning should be "Vertically" and "Horizontally" integrated and tested first just prior the beam commissioning itself. Even diagnostics should be calibrated as much as possible.

Equipment should not be installed until fully tested, e.g. double checking functionality of BPMs using the beam is a good idea, but calibrating BPMs using (unknown!) beam is to be avoided at all times.

Available equipment should be used to the max.
Note that we have been trying to use the MEBT to understand the IS/LEBT.

We will be using the DTL1-D-plate to understand the MEBT (e.g. one has yet to calibrate of the Rebunchers). But why not use ALL the tools we have at hand right now?   In the future, put sufficient priority on use of devices such as BCM and FFC.
User interface
· In the Linac, certainly during commissioning, beam current information     ought to be available in mA on the control system (e.g. average number of mA during the last 10 microseconds of the pulse.
· Analog signals: 
· Need to check and back-up diagnostics

· Display - a list of currently available signals has been made for the CR scope and we may wish to look at if and how we want to expand this.

· We also need to ensure that "reference signals" (e.g. BCMs) are always left on the same positions on the patch panel.

· More "standard" triggers for future use. The scope has a network connection; we ought to have a tool that allows us to copy pictures from the scope to the console computers via the network (this avoids having to go through floppies).

· We should start an "instructions" folder that gives instructions on how to run our commissioning codes/tools.
· More integration needed between expert screens

· Need to develop Operator screens (EPICS) to provide an overview of systems (controls and Operations will work on this).
· Need a Windows box in control room to run PC applications

· Need more Linux tools 

· e.g. Octave for plotting data
· Also, people wasted time with inferior spreadsheet programs before Open Office was installed.
RF Systems

EPICS displays – Show RF amplitude sqrt(ER2 + EI2), where ER and EI are real and imaginary parts of the field amplitude.

MEBT RF – not tested ahead of commissioning, time wasted without feedback
· Close resonance control loop and improve long term stability of the cavity field 

· Increase available power from the amplifiers to parameter list requirements

· Calibrate power and cavity field unambiguously 
RFQ Cooling

· Fix or replace Flow meters

RFQ Vacuum – after venting, conditioning is needed of the fragile RF Windows.  Full power should not be immediately applied.  Need administratively controlled limits on PV’s to prevent this.
RFQ LLRF (New one)
· Improve performance of the new LLRF system to the level of the old one at least.

· Field flatness was worse.

· We lost phase lock periodically.

· When modulator tripped, operator had to open LLRF screen, bring power to zero, reset modulator than bring power back. Old system did not require many steps - we just reset modulator.

· Timing control was not clear. Before it was just mater of sliding timing control, now we fight for two hours to make pulse shorter.


RFQ HVCM – arrived late, but was quickly brought into service.
· Still have to solve electrical noise problem which affects global controls.

Transmitter – Cause of trips was not specified on expert screens, without that because of the lack of higher level operator screens and alarm handler we wasted time hunting for causes of trips.
Controls
· Timing System
· Do we really need to run at rep rates other than 60/n (where n is an integer)?

· Need better displays of gate timings on scope, etc.

· MPS 

· more training needed before implementation
· Resets were not easy at first, and took too much time – this was later addressed.
· PPS – Chipmunk ‘background’ counting rates were marginal, causing occasional trips.  An additional source was added to some Chipmunks. Further testing is needed before installation.
· EPICS
· Alarm Handler – needs to be expanded to include more alarms and warnings, and need an audible alarm (being installed presently).

· All analog readback PV’s should have alarm limits, and some appropriate PV’s need control limits
· IOC – does IOC1 get blocked due to discharges in the neighboring BBB?
· “Bumpless” Reboots – on a system by system basis, need to establish whether we reset to a default value or a save-set value

Ion Source
· Rebuild chopper distribution network 
· Have more than one Ion Source fully tested and ready. Only original source was tested and truly ready, thus the switchover to the other ion source wasted time.

· Repair IS/RFQ vacuum valve
· Offline check of beam centroid (as a function of source/LEBT parameters) using emittance measurement device

· Increase LEBT robustness

· Understand and improve LEBT positioning

· Implement LEBT load diagnostics

· Improve 2 MHz RF connection
· Leak check every time IS and LEBT vacuum integrity is questionable

· Current maximum on ground electrode and through the RFQ prefer significantly different parameters

· Not enough small spare parts ready at front-end

· Not enough tool and supplies available at front-end

· He-leak checking needs to become routine, and need involvement/availability of the vacuum group
· Unreliable and insufficient diagnostics
· Not automated start-up procedures lead to variations and confusion
Survey and Alignment

· Verify and correct LEBT alignment relative to the RFQ 
· Improved alignment of MEBT and MEBT to RFQ.  10-20 mil relative
misalignment of MEBT Rafts and RFQ output must be corrected to less than 5 mils prior to DTL commissioning.

Electrical Systems

· Investigate new systems for any EMI issues due to improper design or grounding

Power Supplies. 
· Fix MEBT Quad power supply problem -  heat damage, 2 DOA
· Noise on MEBT corrector Power supplies (Kepco)
· need to buffer readout so regulation is not affected
· Check out and calibrate PS’s

Diagnostics
· Provide phase measurements - BPMs – Noisy and Phase unstable
· Provide array  PV with turn-by-turn amplitude, position and phase during beam pulse

· Implement automatic synchronization of diagnostics triggers when pulse width changes

· Calibrate BCMs  unambiguously - Noisy, poorly built, broke easily, no spares
· Document usage of horizontal systems

· Strictly follow

· Timing system is particularly important for diagnostics

· Embedded timing capability will allow better exception handling (like timeout issue observed with wire scanners)

· System integration and commissioning by system leads

· Vertical integration: sensor to screens

· Horizontal integration: multiple devices, interface to timing, network, etc.

· Beam time for system commissioning

· Hands on training by system leads

· During development, assign operators/commissioners to technical groups

· Before beam, train one commissioner and one operator on each system

· Update documentation based on feedback, generate wishlist.

· More Informative comments in elog would help (both to and from the Diagnostics group)

Accelerator Physics Applications
· More training for operators on use of applications programs, e.g. Emittance and MEBT RF Phase scans.
· Save-sets, or snapshots, or configs:  Prior to DTL 1 commissioning we should have a simple, user-friendly system for taking and restoring save-sets.  We should also operate under the agreement that EVERY ADJUSTABLE PARAMETER SHALL BE SAVED IN SOME SAVESET.  This means that every thing that can be tweaked, including timing gates, emittance scanner settings, closed-loop feedback parameters of rebunchers, etc, should have a home in some save-set.  We cannot continue with a bunch of manually adjusted variables that are not recorded. AP, ops should agree on an organization for these savesets, whether in tree structure or whatever. Applications Programming (John Galambos), Controls (Carl Lionburger) and Operations (Mario Giannella) will work on this over the next 3 months.

ES&H - Sam McKenzie was unable to attend the meeting, but later added the following:

· ORNL Lab Shift Superintendent (LSS) should be informed of Machine Schedule, i.e. whether we are running 24 hours or not, so that they may better respond in an emergency situation.
· Need better control of administrative limits on beam power, rep rate, etc. for increases above previous radiation surveys

· Have Controls provide the ability for Operations to set limit on appropriate PV’s?
Note: Items identified in red are essential, in blue are badly needed and in black are highly desired. Red and Blue items submitted to SNS Corrective Action Item Tracking System 4/9/03.

