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1 RF: Simplistic System Description

The overall goal is to deliver RF, radio frequency at 402.5 or 805 MHz, into the accelerator cavities, tightly controlling the phase and amplitude of the RF such that it is suitable for accelerating the beam. The Low Level RF provides the RF reference line, monitors the SNS timing signals and the state of the cavity. It provides a “drive” signal, an RF input at the dBm level to the High Power RF. The HPRF runs Transmitters for klystrons, which send power to the cavity.
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The transmitter has a Solid State amplifier to amplify the RF Drive to the Watt level. In addition, it includes all the necessary cooling, magnet power supplies etc. for the klystron, which produces RF on the Kilowatt or even Megawatt level. The necessary high voltage for the klystrons is provided by High Voltage Power Supplies/Modulators.

There is no constant and simple relation between modulators, transmitters and LLRF. While there is one LLRF system per klystron/cavity, transmitters and Power Supplies might be shared. For example, the first Modulator is connected to three transmitters; each transmitter is then controller by one LLRF system (for RFQ, DTL1, DTL2). In the superconducting section, one transmitter is connected to up to 6 klystrons and consequently 6 LLRF systems. Appendix A:Linac Layout shows the relations.

EPICS (Experimental Physics and Industrial Control System) software on IOCs (Input/Ouput Controllers) provides the front-end control for the above, EPICS software on workstations in the control room provides operator displays, trending, archiving etc. On the IOC level, the EPICS HPRF IOCs in VME crates handle Transmitters and PS/Modulators, each w/ ControlLogix PLCs. The EPICS LLRF IOCs in VXI crates handle the LLRF via custom VXI boards. Appendix A: Linac Layout shows what HPRF IOC connects to how many Transmitters and PS/Mod, also how more than one LLRF system are combined into one VXI crate in the superconducting section.

One important connection between LLRF and HPRF IOCs results from the fact that the LLRF needs MPS (Machine Protection System). Since MPS cannot be installed in a VXI crate (LLRF), the HPRF VME crate houses it without actually using the MPS.

There is an excellent description of the LLRF hardware in [1]. The Transmitter control hardware can be found in [8].

1.1 Timing

The SNS Timing systems consists of the Real Time Data Link (RTDL) and the Event Link. For each beam pulse (at 60Hz), the RTDL provides the time of day, pulse ID for the next pulse, information on whether the preceding pulse was good etc. The event link provides e.g. the “RDTL ready” event. The SNS utility board can receive RDTL frames and generate interrupts on events. The V124S only reacts to events, turning them into TTL pulses with configurable delay and duration. In addition, the V124S can generate pulses when triggered by software. Note that all V124S delays and durations are configured in terms of an SNS event number, the delay off that event and the duration of the timing pulse. The units for delay and duration are “turns” of the accumulator ring, whereas in here the approximate milliseconds or delays off another event are given.

For the RF, the following timing pulses are of interest:
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Timing Signals: Correlations between timing pulses to LLRF, PS/Modulator and Transmitter (relative, not to scale)

· Pre-Pulse = V124S triggered by LLRF IOC software
Expected ~4ms before RF Gate. Informs LLRF boards that time of day, pulse ID/flavor have been written to FRCM and they should prepare for RF Gate. To be implemented in software: IOC gets “RTDL ready” interrupt and RTDL data from Utility board, updates FRCM and then triggers “pre-pulse” on V124S.

· RF Gate  = cycle start + 4600 turns
Switches RF on and off.
· Sample   = cycle start + <variable>
For diagnostics and debugging: Makes some registers latch the current ADC values, stops history buffers from overwrites after the beam pulse

· PS Gate = RF gate - <some turns>
Expected ~100usec before RF Gate to allow PS/Mod to settle. Otherwise like RF Gate.

· Xmtr = PS gate, but Xmtr is only detecting the initial edge


1.2 Orphans

In addition to the primary task of RF control, the LLRF and HPRF IOCs need to handle SNS “orphan signals”. Previously unassigned, the following are now handled by the HPRF IOCs in the superconducting section.

Cavity Tuning Motors

The LLRF FRCM determines the resonance frequency of the cavities. In the room temperature section, the resonance control cooling system tunes the cavities via thermal expansion by adjusting the temperature of the cavity. In the superconducting section, the HPRF IOC tunes the cavity resonance frequency via stepper motors.

DC Bias PS

High-Voltage power supplies (+-5kV) that provide a bias voltage to the RF coupler in order to prevent multipacting.

Coupler Cooling

Several Thermocouples and flow switches to monitor the water cooling of the RF couplers.

2 Operator Screens

Each of the following RF subsystem applications include operator screens for the Extensible Display Manager (EDM):

· LLRF: Screens for each of the LLRF boards (Mux, CDM, HPM, FRCM) as well as the RF reference line thermostat

· HPRF: Screens for the Transmitter and SNS “orphan” signals assigned to the HPRF IOCs

The operator screens allow complete access to all the available features of a subsystem. They are meant for subsystem expert users, providing a basis for operations screens. Most EDM screen definitions include macros to facilitate re-use of the same screen for different instances of the subsystem. The values of the EDM macros need to match the respective values of the EPICS database. For details, refer to the respective subsystem description.

3 Low Level RF

The LLRF consists of the RF Reference Line and several VXI boards:

· Mux – Multiplexer (only for RFQ)

· CDM – Clock Distribution Module

· HPM – High Power Protection Module

· FRCM – Field and Resonance Control Module

In here, only the EPICS support is described, not details on testing or calibrating the hardware. The following figure from [1] shows the connections for the case of the SNS RFQ:
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3.1 Input/Output Controller Equipment Layout

All LLRF IOCs use the same basic layout. The RFQ LLRF IOC has additional RF Multiplexer boards while the superconducting LLRF IOCs have more than one set of LLRF boards. A standalone test that does not require different pulse IDs for each beam pulse does not need the utility board. Likewise: A test setup might replace the V124S with signal generators that connect either to the CDM or directly to the TTL lines on the VXI backplane.
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Note: The LLRF HPM has one MPS signal but the LLRF VXI crate cannot house the MPS hardware, so this has been moved to the HPRF IOC.

3.2 External Interfaces

	From
	Description

	Controls
	Ethernet to controls subnet

	RTDL/event link
	Time & date for IOC

	
	last pulse good/bad, mode (aka Pulse ID) for FRCM

	
	timing signals for CDM

	Vacuum
	Hardware RF Permit (TTL line) into HPM

	HPRF
	Arc detect inputs: HPM reacts to arcs, Xmtr group builds detection unit.

	Diagnostics
	Beam feed forward data (coax)

	RCCS, HPRF, Cryo.
	Signals that combine into Software RF permit:
RF Window cooling OK, coupler inner conductor flow & temp, coupler DC Bias OK, cryo. status, …

	Internal to LLRF
	RS232 for reference line’s temperature control box


	To
	Description

	MPS (in HPRF)
	RF Fault into Fast Protect/Beam Permit

	RCCS (NC),

HPRF (SC)
	RF “On/Off” and Cavity resonance freq. Error (CA)

	HPRF
	“Drive” for Transmitters (coax)

	Cryogenics (SC)
	Computed RF power and field sent to the cavity:
Averaged per beam pulse on FRCM: I & Q.

Needed:

SCL_LLRF:HPMxxx:Fwd_Pwr_Avg,

SCL_LLRF:HPMxxx:Refl_Pwr_Avg

· average  power (over 5secs)
SCL_LLRF:HPMxxx:Cav_Amp_Avg

· average electric field amplitude
xxx – 1a, b, c, …. 12a,b,c,d


LLRF HPM has one “RF Permit” hardware input, one “Soft RF Permit” register and one “RF Fault” output. We hope that there is only one hardware signal for the RF Permit, the rest can be combined in software. (The HPM board actually has spare hardware inputs labeled “FOARC”, but this would be the last resort).

	RF Permit Input
	Quality
	Details

	RF Vac.
	HW/TTL
	Uses the RF Permit hardware input. Vac. might be combination of window & cavity sensors.

Unclear: Is there a 10 msec response time from the vacuum gauges?

	RF Window cooling:

Dissipated power = flow (from RCCS) x DeltaT (Xmtr)
	Soft
	Slow enough to use software:
Signals are combined into “Soft RF Permit”

	Coupler inner conductor flow, in/out temperature
	
	

	Coupler DC Bias
	
	

	Cryo. status
	
	

	Waveguide pressure
	
	

	… more
	
	

	
	
	

	RF Fault Output
	
	Details

	HPM “RF Fault”
	HW/TTL
	Wired into MPS “Fast Protect”, latching input (maybe later to auto-rest). MPS programming can mask it out or use it to cut beam


3.3 EPICS Applications

All the LLRF-related software is in the CVS repository at ORNL. On checkout, the resulting directory tree contains the applications that are described in the following sections.

There is a top-level Readme.txt file as well as additional Readme.txt files in each application subdirectory. It is imperative to read this document in combination with all the Readme.txt files. In case of discrepancies, the information in the Readme files takes precedence.
Each application was created with the “makeBaseApp.pl” script from EPICS Base R.3.13, resulting in subdirectories for “Db” (Databases) and “src” (driver/device/sequencer sources) and Makefiles for all the subdirectories [2]. Per-application “edm” subdirectories for EDM display files were added.

Note that most applications only contain e.g. the drivers, EPICS databases and EDM screens for a specific piece of hardware. They are meant for inclusion into a “master application” which combines them with binaries from EPICS base into a library that is then loaded onto the IOC (See 3.3.12 Test Application).

3.3.1 Hardware Configuration

As elaborated in the following section 3.3.7 on VXI Support, some of the hardware configuration - most important base addresses - has to match assumptions in the software. The Readme.txt files list the suggested configuration for each piece of hardware. Changes to the suggested configuration will require corresponding changes to vxWorks startup files.

3.3.2 Macros

All LLRF EPICS databases, EDM screens and sequence programs accept macros

· $(SS) – System/Subsystem

· $(INST) – Instance

For e.g. DTL3, these can be set to SS=DTL_LLRF, INST=3.

In addition, some databases require additional information which is specific to the hardware. Examples are $(LA) for the VXI logical address or port number macros. These are described in the Readme.txt for the corresponding application.

3.3.3 CPU

All LLRF IOCs use VXI crates. The CPU (currently MVME2100) is not a VXI slot-0 controller but a standard VME CPU. A Dawn VME/VXI extender model VMEXB180D is used to connect the MVME2100 to the VXI backplane.

To work with this VME CPU, all VXI boards must use the fixed logical addresses (LA) specified in the top-level LLRF/Readme.txt because VXI MODID addressing is not available. In addition, VXI boards must not use VXI 16-bit interrupt vectors or use the LANL VXI interface that supports both 16-bit VXI and 8-bit VME interrupt cycles because the VME CPU can only handle 8-bit VME interrupt cycles [3]. Other VME boards on VME/VXI extenders can be added as long as they do not use the VME P2 connector in a way that conflicts with the VXI use of the P2 connector (VXI TTL lines, …).

The “mv2100App” subdirectory contains routines for using Universe II-based DMA, VME-to-memory, on the MVME2100 as well as other MVME2100-specific helper routines. See mv2100App/Readme.txt for details.

3.3.4 Reference Line

An Omega Model CNi1622 thermostat controls the temperature of the RF Reference line [4]. The “refLineApp” application contains support for reading the current temperature and adjusting the setpoint of the CNi via RS-232. The “p2OctalApp” (initial development: Richard Dabney, LANL) contains the vxWorks driver for the SBS P2Octal RS-232 module as well as compatible versions of EPICS drvSerial and devAscii.

The P2Octal cable connections as well as the elaborate configuration of the Omega CNi are detailed in refLineApp/Readme.txt.

3.3.5 Utility Board

The LLRF uses the utility board driver and device support from ORNL CVS. In addition to its functionality described in 1.1 Timing, the Utility board monitors crate voltages and temperatures.

3.3.6 V124S

The V124S decodes the SNS event link and generated TTL timing pulses for the CDM. The LLRF uses the V124S driver and device support from ORNL CVS.

3.3.7 VXI Support: Standard and LANL Extensions

The VXI specification [7] declares the layout of certain A16 configuration registers ID, TYPE, OFFSET. Most LLRF VXI boards follow the VXI specifications for “extended register based devices” by implementing additional A16 registers for interrupt support. The LANL VXI interface [3] as used by the CDM, HPM and FRCM boards furthermore utilizes some bits in the VXI A16 registers that the VXI specifications leave unassigned.

“vxiApp” contains generic VXI routines and EPICS VXI device support as well as routines specific to the LANL VXI interface. The primary purpose of this was to provide a set of simple VXI register access routines that do not require a VXI resource manager. In theory, a program commonly referred to as the resource manager can query each VXI board via the VXI MODID lines and the standard set of VXI A16 registers, determine the type of each board, the required amount of A24 memory and then dynamically assign the A16 and A24 base addresses. In practice, the VXI register information is often faulty, especially during hardware development. In addition, conflicts with non-VXI boards like the SNS V124S timing board are possible.

Therefore vxiApp ignores all VXI identity and type information. VXI LAs, logical addresses that determine the A16 base addresses of the boards, are selected via jumpers or rotary dials on the VXI boards and have to match the LAs used in the EPICS software. The VXI specification defines the relationship between LA and A16 base address as follows:

A16 Base = 0xC000 + (LA * 0x40)

The vxiInfo routine can display all the VXI information of a given LA for debugging purposes. VXI A24 base addresses are programmed through VXI A16 registers, vxiApp includes a routine vxiMapA24 for use in the vxWorks startup scripts.

Note that there are many compatible ways to refer to a VXI register:

1. LA, A16/A24 selection, register number (2-byte word offset off A16 resp. A24 base)

2. LA, A16/A24 selection, byte offset off A16 resp. A24 base

3. Byte offset in VME/VXI A16/A24 space

4. Word offset in VME/VXI A16/A24 space

5. Local memory address as seen by the CPU and mapped by vxWorks and memory-mapping hardware

While the CPU ultimately uses the local memory addresses, these vary with the processor board and the configuration of the vxWorks board support package. VxiApp makes predominant use of the first option because it is more portable and avoids the “must only use even byte offsets” error; routines like vxiPeekA24 require an LA and a register number. The Db & edm subdirectories contain EPICS databases and EDM screens for random VXI A16 and A24 access:
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Random VXI Register Access Screen: Note use of LA and Register Numbers

Details on using the VXI device support from within EPICS records can be found in the header file vxiApp/src/devVxi.c. It contains a description of the supported record types and the format of the INP/OUT links. From the vxWorks prompt, “vxiHelp” will list all user-callable methods similar to this:

-> vxiHelp

VXI helper routines:

     vxiHelp

     vxiInfo(int la)                          - check given LA

     vxiRegister(const char *name, int la)    - register LA (for dbior)

     vxiReport(int level)                     - report on registered LAs

     vxiSearch()                              - Tests all LAs

Word *vxiBoardAddr(int la)                    - Get A16 base as seen by CPU

Bool vxiPeek(int la, int reg)                 - Read A16 register

Bool vxiPoke(int la, int reg, Word value)     - Write A16 register

void vxiMapA24(int la, unsigned long start)   - Assign & enable A24 base addr.

Word *vxiA24Addr(int la)                      - Get A24 base as seen by CPU

Bool vxiPeekA24(int la, int word)             - Read A24 register

Bool vxiPokeA24(int la, int word, Word value) - Write A24 register

-> vxiInfo(0xD4)

VXI Info for LA 0xD4 (local 0xF1FFF500)

   ID 0x4FA0: extended device class, A16/A24, manufacturer ID 0xFA0

   Device type 0x1F4A: 4194304 bytes of memory, model code 0xF4A

   Status 1100-1111-1111-1100

   -> A24 enabled

   Int. Control 1111-1111-0110-0000

   -> Int Level: 3.

 Handler disabled.

 LIRQ 0 masked.

 LIRQ 1 masked.

 LIRQ 2 masked.

 LIRQ 3 masked.

 LIRQ 4 masked.

 LIRQ 5 masked.

 LIRQ 6 masked.

 LIRQ 7 masked.

   A24 Offset 0x4000 -> A24 base = 0xF0400000

The LANL VXI interface on the CDM, HPM and FRCM boards includes the additional feature of software-generated interrupts which is supported by the EPICS drvLLRFInt in vxiApp/src/drvLLRF.*. Depending on a compile time option described in vxiApp/src/devVxi.*, the waveform record can use either the CPU or the DMA support from mv2100App for reading A24 memory.

3.3.8 Multiplexer

The Signal Technology Corp. RF Multiplexer board Model 6503-001S-016S-7 can route one of 16 inputs into one output. For the RFQ, two multiplexer boards route up to 32 RF signals into two HPM inputs so that operators can monitor 2 out of 32 signals at a time.

“muxApp” contains EPICS support for the multiplexer, allowing to select channel 0 to 15 on each multiplexer. Since each channel change requires a sequence of VXI A16 register accesses, a custom EPICS device driver is used.

	Vendor:

Signal Technology Corp.

Systems Division

Attn. Mark Wasliszewski

37 Sutton Rd.

Webster, Mass., 01570

Tel. 508 943 7440

http://www.sigtech.com
	Contacts:

Tom Nelson

- Main contact, sales

Mark Wasliszewski

- Wrote original register map, engineer for RF

Rich Thomas, rthomas@sunriselabs.com

· Corrected the register map




83.3..3 Multiplexer Board Setup

One dip bank is just about visible through a hole in the shielding: S1, near the top and back of the board, sets the logical address (LA):

	
	S1 Settings

(0=switch is down,

 1=switch is up)
	LA

	Default (don’t use)
	00001111
	0x0F

	First LLRF Mux
	11010110
	0xD6

	Second LLRF Mux
	11011000
	0xD8


There are two more dip banks under the shielding, close to the VXI P2 connector: S2 and S3. They select the "Model Number". Per default, they were set to S3 (upper dip): all in upper position, S2 (lower dip): all but #8 (rightmost) in upper position. This leads to a "Model Number" of 0x0100. If you change this, the software will not recognize this board as a multiplexer, so leave S2 and S3 in the default position.

83.3..4 Multiplexer vxWorks level hints

# Initialize Mux in vxWorks startup script or shell

mux1=0xD6

llrfCheckMux(mux1)

LA 0xD6: Found Multiplexer board

llrfCheckMux(0x12)

LA 0x12: Expected Multiplexer board, found nothing    

# Select channel from vxWorks shell

# valid channel numbers: 0..15

llrfSelectMux(mux1, 12)

Basic VXI commands or vxWorks memory access works, too.

83.3..5 Multiplexer VXI Details

	VXI A16 Register
	Byte Offset
	Name
	Function

	0
	0x00


	VXI ID
	reads 0xFE74

= register base device class, A16, manufacturer ID 0xE74

	1
	0x02


	DEVICE TYPE
	reads 0x100

= no A24 or A32 memory, model code 0x100

	2
	0x04
	CONTROL
	Write 0x80 to initialize

	6
	0x0C
	USER
	Write 0 to initialize

	4
	0x08
	USER
	Write 0x000? followed by 0x010? to switch to channel ?=0x0..0xF


3.3.9 CDM

The CDM receives TTL-level timing signals from the V124S and passes them on to the TTL lines on the VXI backplane. In addition, it synchronizes to the RF Reference line and generates clocks for the FRCM.

The CDM implements only VXI A16 registers, using bits in the VXI status register to indicate board status information. cdmApp/Readme.txt gives details on vxWorks startup file commands as well as a register description.

3.3.10 HPM

The HPM implements various fast shutdown mechanisms. It can instruct the FRCM to disable the RF drive via the VXI backplane; it offers a hardware output signal for MPS for cutting the beam. 

In addition to the standard VXI A16 registers, the HPM uses A24 memory to implement about 80 registers and history buffers. The HPM VXI interface hardware decodes 5 of the A24 address bits and the HPM PLD hardware decodes 19 address bits, resulting in 0.5 MB of A24 memory. Possible A24 start addresses are: 0x000000, 0x080000, 0x100000, 0x180000 … 0xF00000 and 0xF80000.

	Location
	Function

	VXI A16 Base, determined by LA
	Standard VXI registers: ID, DEVICE TYPE, A24_OFFSET, INT_STATUS, …

	VXI A24 Base
	HPM Registers

	VXI A24 Base + 0x20000 bytes
	History Buffer A: 1024 x 2-Byte Words

	VXI A24 Base + 0x20800 bytes
	History Buffer B: 1024 x 2-Byte Words

	VXI A24 Base + 0x40000 bytes
	Altera Flash Window (not implemented)


Refer to the HPM manual [5] for a detailed explanation of HPM functionality and a full description of each register, see “hpmApp/Readme.txt” for startup file command examples. The Db subdirectory contains a spreadsheet for the A24 register database as well as the generated database in case EPICS_RDB support is not available.

The src subdirectory contains an HPM driver that counts HPM interrupts and can be configured to generate EPICS events, allowing history buffer readout when the HPM signals “buffer full”. An SNL sequence, created by a perl script, can re-write all HPM output records in order to synchronize records and hardware registers during development. 

The edm subdirectory contains screens for accessing all the HPM registers, one example being the HPM Hardware screen shown here:
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3.3.11 FRCM

The FRCM generates the RF drive signal for the HPRF transmitter based on clock information from the CDM. See frcmApp/Readme.txt. 
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3.3.12 Test Application

“testApp” is a master application that combines all of the above applications into one library and EPICS DBD file. This library and DBD file are then loaded by the IOCs. TestApp/edm contains an example top-level EDM file together with shell scripts that configure EDM for using the above applications.

3.3.13  IOC Boot Directories

The iocBoot subdirectories contain various IOC startup files. They all load the testApp library and DBD file, but might only enable a subset of the above applications.

4 HPRF Transmitters

Maxwell (San Diego, renamed to Titan Pulsed Sciences Division in spring 2001) provides the SNS transmitter high-voltage enclosure, cooling structure and control racks to run one klystron in the normal conducting section and up to 5 or 6 Klystrons in the superconducting section. The transmitter control rack contains an Allen-Bradley ControlLogix controller (PLC) and a local PanelView operator screen. The installation, operation and maintenance of the Transmitter are described in the “Operations And Maintenance Manual for … Transmitters”  [8]. Most important, that manual describes the modes of operation, which are not repeated in here but essential knowledge for anybody who desires to operate the Transmitters.

The EPICS “HPRF” IOC interfaces to the Transmitter PLC via Ethernet [6]. The tags on the PLC have been arranged in transfer arrays in order to optimize the network communication with the IOC. The ladder logic uses more informative alias tags whose names are used in the “DESC” fields of the EPICS records to allow cross-referencing for debugging purposes. The operations manual includes listings of the PLC transfer array tags as well as copies of the PanelView screens.

In addition to the transmitter communication, the HPRF IOCs also handles several SNS “orphan” signals which were previously unassigned.

4.1 Input/Output Controller Equipment Layout

All HPRF IOCs use the same basic layout. For a standalone Transmitter test, only the CPU is needed.
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Note: While the HPRF has no MPS signals itself, it houses the MPS for the LLRF HPM. The Transmitter has several space interlock inputs, but all the protection is meant to be done through the LLRF which will cut the RF drive to the Xmtr.

4.1.1 TTL to Fiber Converter

The HPRF and PS subsystems expect fiber optic timing inputs, not TTL pulses as provided by the V124S. A TTL-to-Fiber converter board (Dave Warren, LANL) is therefore plugged into the back of the VME crate. It takes 8 TTL inputs and has 8 fiber-optic outputs. The ins and outs can be jumper’ed one-to-one or forwarded such that e.g. TTL input 3 drives f/o outputs 3, 4 and 5. It takes power from the P2 connector; all the ins and outs are on the front panel of the board.

4.2 External Interfaces

	4.2.1.5.1.1 From
	4.2.1.5.2 Description

	Controls
	Ethernet to controls subnet

	
	MPS Inputs: Fast Protect/Beam Permit

	
	RTDL/event link: Time of day,

timing into Xmtr PSS board (fiber optic!),

timing to PS PLC

	RCCS
	Temperature (inlet, outlet) and flow at RF Window for calculating power dissipation.
Temperatures from Xmtrs’ PLC (as per Joe Bradley, 2-25-2002, use the “spare” temperatures. The “Spare” flow is unused or maybe for the magnets w/o any temperature readback).
Flow from cooling IOCs: Pilar has a P&ID that shows e.g. FT206 for DTL2, connected to the RF Window water. Note: There is also a “drive iris” w/ water flow close to the RF window.

	LLRF
	“Drive”

	
	RF error

	Facility
	Temperature (inlet, outlet) and flow at RF Window for calculating power dissipation. Temperatures from Xmtrs’ PLC, flow from cooling IOCs


	4.2.1.5.3 To
	4.2.1.5.4 Description

	Controls
	MPS Output: Fast Protect/Beam Permit

	
	NC: “Dissipated power into RF window too high” for RF permit in LLRF IOC.
This value is computed in the IOC with input from the Xmtr and the cooling system, so it’s slow. There is one such signal per window = one per Xmtr.
Since it’s slow, CA is used to signal RF Permit.
Actual data: Flow Ok? Power < Threshold?


4.3 EPICS Applications

All the HPRF-related software is in the CVS repository at ORNL. The comments from 3.3 EPICS  apply. In addition, the EPICS ether_ip support from ORNL CVS is used to communicate with the PLC [6]. The Utility and V124S boards were already described as part of the LLRF.

4.3.1 Macros

Almost all HPRF EPICS databases, EDM screens, sequence programs accept $(SS) and $(INST) macros as described in 3.3.2 Macros. In addition, the Transmitter databases require a value for:

· $(PLC) – PLC Identifier for EtherIP driver.

When e.g. setting PLC=plc1, the IP address and location of “plc1” has to be defined by a call to the EtherIP driver configuration routine in the vxWorks startup file, example:

#snsrfplc1.atdiv.lanl.gov
hostAdd "snsrfplc1", "128.165.34.32"
drvEtherIP_define_PLC "plc1", "snsrfplc1", 0
The Stepper motor and Group-3 based software needs additional macros to address the I/O hardware. Those are for now only documented in the commented DB files.

4.3.2 CPU

All HPRF IOCs use VME crates with the standard SNS MVME2100 CPU.

4.3.3 Transmitter Software

The subdirectories xmtrTestApp, xmtr1DApp, … contain the EPICS Db files as well as the EDM files for various versions of the Transmitter PLC software. Most of the EPICS database is a one-to-one translation of the PLC signal list with input and output records to monitor and control the associated PLC tags. They were generated from spreadsheets that list the PLC tags and descriptions, formulas to transform the tag names into INP and OUT links valid for EPICS records as well as other EPICS record fields like EGU, PREC and others. A set of EDM screens mimics the PanelView screens.
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Snapshot of HPRF “Main” Screen: EDM version of the main PanelView screen

To emulate the PanelView fault log display, a SNL sequence monitors a list of fault tags and writes new faults into a scrolling fault list. The scrolling is implemented by a linked list of EPICS string records. See the comments in the sequence code and the fault list database for details.

4.3.4 Cavity Tuning Motors

The LLRF FRCM determines the resonance frequency of the cavities; the HPRF IOC tunes the cavity resonance frequency via stepper motors that squeeze/shorten the cavity, think Accordion. Each HPRF IOC controls the stepper motors for its 11 or 12 cavities.

One OMS58 VME motor controller boards can control 8 motors. Transition hardware with opto-couplers and line drivers, designed by David Warren (LANL), connects each OMS board to a Phytron driver chassis and two limit switches per motor. There is a transition module in the back of the VME crate, isolating and amplifying the signals for the up to 30m long connection to the interface chassis, which can be in another rack. The interface chassis connects to the limit switches and the Phytron driver chassis. The driver chassis houses up to 8 motor drivers and connects to the motors.

For the total of up to 12 motors, two OMS boards and associated hardware are added to each SC HPRF IOC.
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Stepper Motor Hardware:
OMS58 VME board, Transition Board in back of VME crate, Interface Chassis, Driver Chassis, SINCOS Driver Modules, Stepper Motor and Limit Switches (only one motor shown).

The Phytron SINCOS driver modules support stepper motors with up to 2A currents and can be configured to provide sine-like, low noise current.
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SINCOS Stepper Motor Driver:
Voltage over one stepper motor coil when SINCOS is configured for 1/5th sine-shaped micro stepping.

The EPICS motor record by Tim Mooney (ANL) et al, heavily based on the original EPICS stepper motor record by Bob Dalesio, is used to command the stepper motors. Together with the OMS boards, it handles the limit switches, controls the acceleration up to a configurable maximum speed, and can be configured to eliminate backlash by always approaching a target position e.g. clockwise.

A simple SNL program on the IOC monitors the resonance error. Whenever the error exceeds a deadband, the motor position is adjusted based on an assumption for the change in cavity resonance frequency per motor revolution.


OMS Board Setup

Refer to motorApp/Readme.txt for the suggested configuration of jumpers on the OMS58 VME board, including the determination of base addresses and limit switch configuration.
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Special care must be taken when using the OMS board in a VME64X crate. There are several capacitors and solder ‘dots’ close to the edges of the OMS circuit board. They must not touch any of the ground-potential metal contacts in the guide-rails of VME64X crates. The safest solution is removal of all metal guide-rail contacts of the VME64X crate slot used by the OMS58.
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Metal ‘Ground’ Contact in Guide Rail of VME64X-Crate:
Note capacitor C88 in close proximity. Guide rail contact should be removed!

Software, Screens

Refer to motorApp/Readme.txt.

4.3.5 Group 3 I/O

Group 3 I/O is employed to handle the remaining “orphan” signals. The Group 3 LC2 VME board provides two Loop Controllers. Each loop controller has a fiber-optic output, which gets daisy-chained to up to 15 Device Interfaces and then back to the fiber-optic input of the LC. Two different Device Interfaces are available: The CN3 can hold any three I/O boards of various type while the CNA provides a fixed combination of one analog input, two analog outputs, 8 digital inputs and 8 relay outputs.

The SNS Group 3 driver/device support from Carl Lionberger (LBL) is used. group3App/Readme.txt describes the configuration of the Group 3 VME Loop Controller as well as the connections to the controlled or monitored devices. There are low-level screens for the Loop Controller (error info) and CAN.
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Low-Level Group 3 Screens: Loop-Controller Status,
indicating a previous failure of DI 7; control and read-back for a CNA.
4.3.6 DC Bias PS

Each SC coupler needs a DC Bias voltage to prevent multipacting. The FuG Rosenheim HCN 35-6500 bipolar power supply with the “analog programming” interface provides this bias of up to 6.5kV, 5mA.

Vendor:

FuG Elektronik 

Florianstr. 2

83024 Rosenheim
Tel.: +49(0)8031 2851-0

Germany
Fax: +49(0)8031 81099

There is one DC Bias PS per “module” (total: ~23), that is for 4 or 3 RF ports. All RF ports of the module receive the same bias voltage through a 3 or 4 way splitter.
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Group 3 I/O connections to DC Bias PS:
One CNA per HCN 35-6500, multiple CNAs (two shown) per Loop Controller.

Each DB Bias PS is connected to a Group 3 CNA. A ribbon cable connects the DSub 15 on the back of the HCN 35-6500 to a DIN-Rail mounted terminal block. Individual wires connect the terminal block to the CNA according to the following table.

	Terminals on Group 3 CAN
	DSub 15 Pins on HCN 35-6500 PS

	Analog Output "Out"
	
  8, Voltage Setpoint

	Analog Output "Gnd"
	
  9, Analog Ground

	Analog Input 1 "+"
	
11, Voltage Monitor

	Analog Input 1 "-"
	
  9, Analog Ground

	Analog Input 2 "+"
	
  3, Current Readback

	Analog Input 2 "-"
	
  9, Analog Ground

	Digital Output 1 "Common"
	
  6, Digital ground

	Digital Output 1 "N.O."
	
12, HV On

	
	10, 15: Connect to disable current control


Software, Screens
The EPICS database and screen allow setting the voltage, monitoring the actual voltage and current output as well as switching the DC Bias PS output on/off. The polarity needs to be configured manually at the power when the device is “off”. Refer to group3App/Readme.txt for macros.
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DC Bias PS Screen
4.3.7 Coupler Cooling Thermocouples

One “K” coupler via SlimPak into a CNA have been tested, this CN3-based approach is under development:

Group 3 I/O is used to monitor cooling water for the inner conductor extension (on air side). Type “K” thermocouples for water temperatures (in, out), range 0..100 ºC, are routed via SlimPak converters with cold-junction-compensation to Group 3 “C3” analog input (0-10V) boards in a “CN3” device interface. In addition, there is a flow switch contact per tank, wired to a Group 3 “B” binary input board in the same “CN3” device interface:
· Cooling Water Supply temperature

· Coupler a exit temperature

· Coupler b exit temperature

· Coupler c exit temperature

· Coupler d exit temperature   (High beta only)

· Cryomodule cooling water flow switch, open contact = low flow alarm
Per HPRF IOC, there are 4 (low beta) or 3 (high beta) modules, resulting in up to 16 Thermocouples and 4 flow switches.
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7 Abbreviations

A16, A24
VME/VXI address modes that use 16 resp. 24 address lines

CDM
Clock Distribution Module

CAN
Group 3 Device Interface with fixed set of I/O

DB Files
EPICS Database Files

DI
Group 3 Device Interface

EDM
Extensible Display Manager, an EPICS Operator Interface tool

EPICS
Experimental Physics and Industrial Control System

FRCM
Frequency and Resonance Control Module

HPM
High Power Protection Module

HPRF
High Power RF

I/O
Input/Output

IOC
Input/Output Controller: Combination of front-end computer CPU, VME/VXI crate and other hardware in that crate

LA
Logical Address (VXI terminology) 

LANL
Los Alamos National Laboratory

LC
Group 3 Loop Controller

Linac
Linear Accelerator

LLRF
Low Level RF

MPS
Machine Protection System

NC (Linac)
Normal Conducting, Room Temperature

PLC
Programmable Logic Controller (here: Allen-Bradley Control Logix)

PLD
Programmable Logic Device

PS
Power Supply

RC
Radio Control

RF
Radio Frequency

RTFM
Read the fabulous manual

SC (Linac)
Superconducting

SNL
EPICS State Notation Language

SNS
Spallation Neutron Source

TTL
Transistor-Transistor-Logic, digital signals of 0 or 5V.

VME
VERSAmodule Eurocard, see http://www.vita.com. Used to refer both to the bus and compliant boards

VME64X
Extension of VME for 64 bit transfers & hot-swap

VXI
Extension of VME Specification: requirements for standard registers etc.

Xmtr
HPRF Transmitter

Appendix A: Linac Layout

(Separate spreadsheet file)
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