PPS Mid-Title I Design Review

9/14/99



Henry Robbertson

Kelly Mahoney

Paul Wright

Jonathon Haire

Mike Harrington

Frank Kornagey



Paul reviewed current SNS acceleror design.



@@@Ask for westinghouse documentation 



1. Review process against ISA S84.01



Are we first?  No.  APS did it.

Paul showed 84.01 flowchart.



MH:  TJNAF has web page showing analysis of oxygen defficiency system safety system



1.2  Determining SIL levels:

See MH’s handouts.



 Sweep = SIL-1

Safe key logic = SIL-1

Entry lock door controls SIL-1

Warnings = SIL-1

(Light dimming not assigned SIL)

Doors = SIL-2

Containment = SIL-2 / SIL-3



KM:  Approach?  PHA?

MH:  (See slide) Two ways: Safety layer matrix & ____



Consequence levels

New results show under normal circumstances, you can be in tunnel < 1 hr without getting killed.

However “failure of containment” consequences high.

Dose rates provided by Jeff Johnson. Not documented yet.



Tunnel worker risk limitation: (See slide)

KM:  What you try to do normally is make risk equivalent to normal industrial hazard.  But also you have DOE oversite that will shut you down if you go outside operating envelope.



Event Tree method

Restricted access since not just anybody can go in there.

Clear tunnel ~12 times/year.

Good work practices => people leave automatically before sweep.

HR:  “People wait for second PA announcement before leaving ...”

MH:  Couldnt remember why PA system appears twice...

Ill worker:  data from ORNL.

Badge in / Badge out tally ....



JH:  Numbers reasonable?

KH:  Seem so.



JH:  x years X 50 people X PRF = 1/5 chance somebody gets killed.  OK?



Overall results:

1E-2 for SIL-1

1E-3 for SIL-2

=> Pr = 1.5E-5; probably OK



JH: PRF per indiv or facility?

MH:  Per indiv

JH: Plant manager will be concerned due to the chance your facility will get shut down.



KM:  They routinely have challenges to system.  People ignore announcements.  Try to jimmy locks, etc.  Particularly during start-up / commissioning.  Has gone done significantly now.



KM:  They assume there will be a challenge between every 6-mos validation.



KM:  Don’t assume you can fire just anybody for violations.



HR:  Will be contractors violating system too.  Accidents challenge the machine too, e.g. crash into scram switch box, etc.



KM: Take events and look at required SIL level for their safety function.  Then put blanket SIL level over the system



MH:  We have different SIL levels for subsystems. 



KM:  Look at unmitigated risk.  Then look at mitigated risk.  SIL provides the mitigation.



KM:  Looking for traceablility for each safety function.  MH:  That exists in the report...



@@@ MH & KM need to go off and review SIL stuff for containment?



Safety Layer method: Containment Mode



KR:  Can you take credit for admin controls?

MH:  Not under 84.01

MH:  Fig A.3:  numbers shown aren’t SILs, they are “risk codes”.  At cebaf: 4 risk codes:

1 acceptable

2

3

4



Consequences should include risk to facility too.  4 consequence codes:

1

2

3

4  Fatality, damage > $100K



KM:  Requesting a bad configuration can happen frequently.



KM:  Start out taking credit for for safety systems only.



KM:  Taking credit for control system is a huge gamble.

KR:  e.g. when you download an archive file.

KR:  Don’t even mention EPICS at reviews.

KM:  Valid to assess where your challenge rate lies.

KM: CEBAF is SIL-2.  SIL-3 is for like oil refinery blowing up.



PW:  e.g. we always assume full power because we don’t want to have to take credit for equip protect sys



KM:  Be sure to include future upgrades in your analysis.



MH:  What advice re SIL?

KR:  doesn’t understand “beam containment mode”

MH: can you credit things that aren’t SISs?

KM: you can assume people have certain level of training, etc.

MH: e.g. EPICS on fault tree analysis OK?  KM: yes

PW:  agree we have to be careful what we include in the formal analysis.

KM:  make some baseline assumptions re 

FK:  If you didn’t have training, then you have more challenges and have to go to higher SIL.

But because of training, etc., you expect fewer challenges so SIL-2.

KM:  Yes, that’s where you’d like to get.



KM:  When you do make assumptions (re training, epics, etc.), they become requirements and you have to track that they get into requirements.  e.g. It gets into S/W requirements.



@@@ 1:00 Breakout session to talk about SIL-2 vs SIL-3.



FK:  If things shift into Price-Anderson then some of this will happen anyway.







2. Review Design



PW reviewed his Big Picture work plan.

Change “one-time operational testing” to “fault studies”

KR:  First fault study basicially verifies calcs.

KM: Still validate every 6 mos.

KR:  Going to 1-year formal test period

KR:  At “correct procedure” has changes, then return to previous block



2.1 Design Concepts



@@@ Breakout sesion to review SRS

KM:  Safe state definition for   beam containment:  What you do for that is different than for people entering tunnel...(?)



Overview:  

KR:  Shielding has been cut.  Relying more on beam cut-off systems and fencing.

KM:  Increases operating costs.  May cost more than shielding in the end.

FK:  Shielding compliant for 835.  Before was too conservative.  Worries about dose rate regulations in the future.  Prefers robotic maintenance.

KM:  Usually there is another layer for emergency response on the bulls-eye drawing.  PW:  That is more aplicable to mercury release.



2.1.1 Beam cutoff



@@@Redundant relays for cut-off circuits?

HR:  Is there another way to turn off 65kV p.s.?

KM:  One contactor with 2 controls.

One grounding contactor

HR:  HV P.S. was customized to provide equip protect connection as well.

HR:  In addition to diverse way to turn off, you can use feedback to verify it really turned off.



PW: Hope to have two separate methods to turn off RF.



2.1.2 Beam contatinment



KR says not beam containment issues for source conditioning.



KR:  We can be anywhere in linac during FE tuning.



Linac tuning: 2 set of magnet p.s. circuits.

KM:  Assume full power beam?  PW: Yes.

KM:  Same for shielding calculations?

Jeff  Johnson is doing calculatio to see what happens if first magnet is on.



KR:  RHIC monitors magnet current as part of SIS.  He thinks SNS should do this.

KM: And verify what happens if linac energy changes (????)



Extraction tuning:  Only one critical device.

KM:  Strongly recommends taht we find another critical device.

It’s a numbers game.  You can try to provoe you can get there with just one, but you may find the numbers won’t get you there.



KR:  disconnet AC and DC count as 2 criticl devices?  KR & FK not comfortable with this as only protection.



@@@Action item: KR & FK to Pursue getting another critical device with higher mgmt when they consider PCR for new accel config.



2.1.3 Segmentation



Gate in middle of linac tunnel.

Gate between HEBT & ring

Gate to keep people out of RTBT due to activation.  

[KM  Doesn’t seem to like double entrances for sweeps.  Why?]

KM:  Can you turn shield wall at end of linac tunnel into a labyrinth?  KR:  No.  Need the attenuation.

[KM apparently concerned about sweeps?]

KM:  CEBAF has bypass tunnels around big shields.  For operator convenience.

Having shield block will make sweep process less efficient (due to not continuous segment).

4 segments => 4 PLCs



May be other factors influencing segmentation, including OD.

KM:  ODH adds a number of things.  Nitrogen adds rules on top of Helium.



2.1.4  Operating States



KM:  don’t use “locked out”, because it gets confused with LOTO. 



Restricted access:  We need badge readers because of activiation and 835.

Discussed need for “power permit” mode.  Yes, we need it.



2.1.5 Entrance door design



HR:  Did we take credit for 2 barriers?

Recommend phone handset at doors.  

KM:  On tunnel side they have intecomm & exit P.B.  (So they can leave without tripping sweep?)

HR:  If you use C.R. as part of egress, you have to make sure C.R. follows life safety code.

Some places don’t allow maglock on egress doors.

Some places allow a delay between actuation of crash bar and mag lock.

We don’t know yet how we’d use doors during emergency egress.

KM:  Where access is at top of stair, we have emergency door.

Where they don’t and is part of emergency path they have switches??



There are “break glass” sorts of ways for emergency people to get in.

HR:  CEBAF has core locks to control access during abnormal situations e.g. during power outages.



HR:  Electric strikes : can’t guarantee they are fail safe.

KM:  You have to maintain control over emergency door locks, since they are part of admin ctrls.



KR:  You need access control even without PPS.

KM:  UPS lasts long enough to where operators can run lock doors before power quits.

KR:  We CANNOT loose control over access.  Also wants to maintain sweeps under any circumstances.



KM:  Evaluate hazard from activation vs. hazard from fire.



KR:  RHIC runs machine with padlocks on doors.  

KR:  Locking doors still a hassle because you have to have procedures, etc.



They don’t put remote I/O racks at each door.  Have junction boxes instead.



2.1.6  Warning Systems



HR:  Wondered about I/F w/ emergency lighting.

75’ or line of sight



KM:  Need feedback for sweepers. 

They use same key for search stations that they use for taking you to higher operating mode.

e.g. key A does linac segment #1

key B activates linac segment #2

etc.





2.1.7 Emergency stop methods

KM:  Regardless of whether you use switches or pull cords, buy something certified for safety industry.  Don’t roll your own.



2.1.8 Control room design

HR:  Operators do need status info.  CEBAF found that out the hard way.

HR: Info should be available to operators without having to get up.



CEBAF has separate display for rad monitors.  Separate computer because it serves as backup for archiving radiation dose rates.  EPICS not robust enough for this function.



They do have EPICS display in PPS console as well, so they can shut down high voltage, etc.  Also supports testing (e.g. try to turn on equipment).

HR:  don’t lock yourself into a low-bay console.  You might want more room later.

KM:  They use full-height displays with top curving overhead.



KR:  Don’t rely on EPICS to log PPS status history.

HR: Leave room for racks required for second target.



KM:  CEBAF has one main control room, w/ resp for safety.  There are other remote control rooms but they don’t do safety.

KM:  Sounds like he had questions about distributing safety functions between two control rooms (i.e. our main and target control rooms)





2.1.9 Communications equip



CEBAF has:

16 cameras

2 continuous monitors

4 monitors

KM:  # of monitors required is procedurally driven.  They can have several sweeps going on at the same time. => multiple simultaneous controlled accesses => need more displays.



KR: At RHIC if you have more than 25 controlled access you have to do a cursory sweep.





2.1.10 Rad monitoring



KM/HR:  You will have requirements to log rad readings.

KM:  If your shielding is getting thinner, then ...

KR:  If it’s used to verify compliance, then you’re OK.  If you jump one classificaiton, just one monitor.  If you can jump 2, then 2 monitors.



MH:  Generally 25-100 rems considered an injury.

KM:  Rad monitors set to make sure they don’t create radiation areas.  In mR range.  Used in 2 places:  (1) Scattered to collect data; (2) At gates.

PW: Is detector part of SIS?

KM:  Yes.  All go to PLC.  All shut down beam.  But may get rid of some that historically show no way there could be a problem.  Not redundant.  One monitor w/ redundant contacts.  

FK:  If you loose foil, all beam goes to injection dump.  Need to cut off quick.



FK concerned about fabbing our own rad monitors.



HR:  Used chipmunks before they got NRC units.  

KM:  Their detectors have lots of data logging features.  Spec’ed by Bob May (?).



Generallay Put monitors at segment interfaces.  But only if it makes sense.  Need one at injection dump in case we lose foil.  KR:  2 chipmunks above each dump.  CEBAF has at doors.



Site monitor locations:

KR:  By inspection/common sense

Then by testing at startu-up.



HEBT gate

Dumps

Above First bending magnet

Above collimators?

Plus 10 ready to go.

[downstream of MEBT beam stop?]

(Target, but that’s later)



FK:  Protect against the 1-hour accident



KM: They had to have a set ~1yr in advance to to establish background.

FK:  use TLD’s instead?

KM:  Monitors are better...



2.1.11 Access control into high residual radiation areas



Do we want to use PPS to control access to activated areas?  Probably.



KM:  You would want a monitor in this room.  If somebody goes in, you need to be able to acertain dose he got.

KR:  Use outside monitor & extrapolate.



KM:  In some areas they have chipmunk driving beacon.  If beacon is flashing you can’t go in without rad techniciion.  







2.2 Interfaces



No point shutting off RF in linac when there is access violation in ring.



No consensus on cross-tripping FPS.



Discussed logic for shutting off containment devices.

KR:  Doesn’t like shuttiong off some magnets.  Takes time to get them back where they were.

PW:  Too complicated if you make this conditional.

Say somebody opens door in ring.  =>You lost sweep => drop magnets.

KM:  You do temporary off-line procedures for tests that require violating PPS logic.

Unusual hazards are handled administratively, not designed into safety system.  Generally use physical jumpers (vs. PLC logic changes).



KM: Make sure chain of command is well defined.

KM: What’s included in safety system and what’s not?

Electrical safety still a gray area.

PW:  are we entertainingn thoughts of using PPS for electrical safety?



KM:  At Jlab, evolving towards industry:  they provide all safety systems.  Not just rad safety, etc. , but any safety system.  You use the same analysis techniques, etc. for all of them.



CEBAF electrical safety done by PPS PLCs.  Hasn’t been a problem.



They don’t protect against localized blunders.



Electrical safety PLC would need same inputs as PPS PLC.





3. PLC Selection process



Control logix offers possibility of multiple processors sharing same input modules.

KM:  APS has diverse PLCs.  (true?)



KM:  If you want SIL-3, you have to have diverse PLCs



KM:  Safety PLC might be useful for Target.



KM: You can probably get SIL-3 out of a Moore PLC.



KM:  Doesn’t believe Moore argument:  “Cost ~equivalent because you don’t have to do watchdog timer, etc.”.



KM:  Believes redundant PLCs should be adequate for SIL-2.



HR:  A simple guideline:  Can you afford it?



Safety PLC falls in category of “can’t hurt”.  Industry budgets driven by potential for lawsuits, so $40K more isn’t worth thinking about.



KM:  When you validate you are looking for undetecdted failures.  => test all I/O, not just a sample.  e.g. CEBAF had a relay whose contacts welded shut.

They don’t have cross-connects for everything.



KM:  Recently replaced PPS PLCs.  Kept remote I/O.  Changed local I/O.  Now Modicon Quantum.  All handshaking between PLCs via hardwire.  They don’t know how to certify modbus-like comm between processors.



HR:  Line up rack space early.



****

Regarding max credible event:  JH has talked to KM & HR:

KM & HR are going to look fordocumentaiton on max credible event and sent to JH.

Answer back ~1 wk from today?  Yes.

Also they are going to look at doing calcs for protons instead of electrons.



If we can show taht machine will shut itself off in 1 min, then we don’t have to worry about 1-hour dose rates.



Doing cost estimate on what it would take for Jlab to do the calculations.

They have modeled vacuum pipe.



They get burn thru in 50 usec. wortst case.



Their machine protect sys response is 40 usec worst case, inlcuding 20 us of stored beam.  So 20 usec from detect of beam loss to turn off gun.



SIL DISCUSSION:



MH assumed time to receife fatal dose very short.

KM:  It comes down to safety fcn and what would have to happen to turn two critical devices to the unsafe state and not sense that.  That safety fcn would be way in the SIL-3 cat.  You can have an SIL-3 safety function but an SIL-2 SIS.  To dose people in ring: Youhave to have two magnets turn on, plus probabilitiy that you didn’t detect this condition and turn off the front end.



MH repeat:  Possible to have beam containment as an SIL-3 function with multiple SIL-2 SISs protecting you. 



PW:  If we copy CEBAF design,  will we get a net SIL-3 safety funciont?  KM: yes.



There may be a time response requirement in: detect mag current => shut off beam.



KM:  Recommend separate contactor outside the power supply.



MH restatement:  Two separage functions:  Don’t let PS turn on, and “reachback”.

KM:  There is a diffence between BNL and CEBAF.  CEBAF is state-driven.  BNL system cascades.

PW:  We areen’t doing the BNL way.  We go straight back to the FE.



They recommended oper status displays in klystron bldgn.  Their displays are driven by the PPS.  Display system accepts parallel output (8 bits => 256 messages).  They have 6 pre-programmed messages.  PLC output goes to master display.  Master drives slaves via RS-422.



Use 84.01 for Equipment protection?  KM thinks it’s a good idea.  Risk based => you put resources where the risk is.  Also a methodical approach.



There are politics associated with target failures.  If somebody doesn’t get their experiment time, they complain to DOE.



FRONT END CONTROL CIRCUIT DESIGN



They put PS interlock connetions on a connector intead of on a terminal strip.  It’s too easy to jumper terminal strips.



Comercial contactors OK.  You can get MTBF data on the commercial stuff.



Iterposing relays used to protect against short circuit inside cotactor.

BD:  seems like overkill for PPS to drive the interlock input too.

KM:  Mechanical things are least realiable, so you do interlocks too.



See their magnet power supply I/F panel.  We probably want to copy.



PPS  need rack space in magnet PS.



They have had 2 processors fail “safe” simultaneously.



UPS must last long enough so you never lose a sweep.







4. HMI software requirements



CEBAF uses intellution.  But lots of Wonderware around here.

KR:  One argument against EPICS:  We can’t afford to ever lose historical data.

They evaluated 5 different packages before picking Intellution.

Whatever you pick has to handle the max number of I/O pts.  Some don’t do enough (e.g. 500 pts.)



HR: Separate HMI pkg may fit commissioning plan better than EPICS.



5. Method of Accomplishment

What about outsourcing:

Outsourcing PLC program not desirable.

KR:  Who’s going to sign things?

PW:  Contractors may have to have approved QA programs.

KM: Didn’t see pulling your own cables.

KR:  “If the director can’t fire them, we don’t want them doing safety-related work”.

KR:  Doesn’t see resource problem.  We have to hire another engineer soon anyway.



KM:  If it’s done right, outsourcing can work.

HR:  An in-house decision.



KR:  At installation, you need 2 engr. + 2 techs.  + 2 job shoppers, one attached to each tech.



KM:  Make sure intellectual property rights to the design are understood.



6. Cabling



No significant comments.

They don’t recommend using a tray divider for PPS cables.  One reason is that you can get PPS raceways installed without having to wait for everybody else.  Divided tray is more expensive than box duct.  But box duct has its disadvantages.





7. Commissioing Plan



KM:  Are we spreading people too thin if we allow installation during day and commissioning at night?



KM:  Recommends that during design you catch up with people responsible for commissioning & operations and have conversations with them on how you’d like to have things run.



8. Reliability modeling



2 stages for reliablility modeling:

(1) At block diagrams, assign reliabilities at block level.  We could do this now.

(2) 



KM tends to use Markov for detailed analysis.

Fault tree OK too. Use Markov when something is questionable.  Might want to use Markov for our beam containment modeling.



Future “go do”:  put together package to send to KM to start analysis.



9.  Peer Review



KR: suggests ~same crew as reviewed rhic

Serapata (?)

Mahoney

Robertson

Forestal

[Others?]



Let KM/HR come up with list.



Peer review is a detailed design review.  PW:  A QA check to make sure you aren’t forgetting something major.



HR:  Their QA happened bottoms-up.  So in that sense PW’s “Big picture” diagram is a good start.





















10. Equipment Protection





11. Oxygen deficiency monitoring



@CEBAF:  a tunnel, lots of He.  They don’t have N2.  So O2 sensors always high.  Control flow through system of air dams and vent.



Deterimination of SIS requirements is risk based.



Things get more complicated if you use N2.



Lots of preventive maintenance for ODH systems.



In the ocntorl room they have an “idiot light” panel that summarizes safety system status:

Sonalert (only one for all?)

PPS flashing light

ODH flashing light

Fire flashing light

etc.



ODH MMI is epics





12. Maximum credible event






