CONTROL SYSTEM NETWORK 

PRELIMINARY DESIGN REVIEW COMMENTS

(Review held Nov. 5, 1999)

Reviewers:

Bill McDowell      ANL/APS     wpm@aps.anl.gov 

Dave Leibfritz      ANL/APS      leibfritz@anl.gov 

Scott Pinkerton    ANL/ECT      pinkertn@anl.gov 

John Gould          BNL/RHIC    jgould@bnl.gov 

Mike Turpin        ORNL/CIND turpindm@ornl.gov

Observers:

Dan Ciarlette, APS

Dan Haid, APS

“Reviewees”:

Bill DeVan
ORNL/SNS
devanwr@ornl.gov

Susan Hicks
ORNL/CIND
hicksse@ornl.gov

Chuck Fisher
ORNL/CIND
fishercd@ornl.gov (attended via phone bridge)

Other Attendees:

Dave Gurd

LANL/SNS
gurd@lanl.gov

Steve Lewis
LBNL/SNS
SALewis@lbl.gov

John Smith
BNL/SNS

jsmith@bnl.gov
John Hammonds
ANL/SNS
JHammonds@pns.anl.gov

Review Committee Charter 

This design review should: 

· Verify that the functional requirements are complete and valid.

· Verify that the preliminary design proposed will meet the functional requirements.

· Make suggestions where appropriate to improve performance, value, maintainability, reliability, and "upgradeability".  

· Give an opinion on whether or not SNS is ready to proceed with detailed design activities.  

Executive Summery:

It is the opinion of the review committee that the design meets the criteria set forth in the charter. The following text expresses detailed views from the reviewers.

Part 1. Relevant verbatim comments during the review.

[Source of comments indicated by initials, e.g. DL = Dave Leibfritz]

[DL:] Regarding the SNS routers: Redundancy is not required.  Better to have just one router that has redundant features, e.g. redundant power supplies, redundant control cards, etc.

[DL:] Terminal server switch should be connected to router rather than core switches so that terminal server functions are completely independent of the “channel access” subnet.

[DL:] Provide a modem pool as part of the terminal server subnet, so that control system equipment can be accessed without having to go through the ORNL network infrastructure.

[SP:] Consider using RFC 1918 and implementing an architecture that uses private IP addresses.  One benefit would be reduced probing.

 [MT:] New DOE rules say all IP addresses must be hidden from the Internet.  (RFC 1918 is one way to accomplish this).

[MT:] Virtual Private Network (VPN) technology may also be useful here.  It may provide secure remote access in a manner that satisfies DOE cyber security rules.

[DL:]  Add a gigabit sniffer to the SNS network troubleshooting “tool-kit”.  (The mirror-channels-to-sniffer slide shown only covered 10 / 100 Mbit channels).  [MT:]  Due to the expense of gigabit sniffers, SNS may want to have just one for the whole facility, or let the ORNL CIND network support group provide it as a service.

[JG:]  Be aware that you have to be careful how you set up the mirror channels.  Input and output bandwidths have to match.  Only one channel should be active at a time or equipment gets overloaded.

[DL:]  Consider buying a distributed sniffer.  With this set-up, all the mirror channels are connected to the sniffer (rather than a network switch).  The sniffer then handles selection of which channel to monitor at any given time.

Discussed how network services might be provided in tunnels:

-  APS is dropping CAT5 cables throughout their tunnels.

-  RHIC has installed 10Base5 “thicknet” cable in their tunnels.  Since connections are via a tap, after the trunkline cable is installed connections can be conveniently made anywhere in the tunnels.  Since 10Base5 trunkline length is limited to 500 meters, they actually have 5 segments.  John Gould says this approach has worked well for them.

-  Nobody endorsed a “wireless” approach.

Regarding spare cables:

-  The consensus was that a spare fiber cable should be run for each “copper” link.  If cost is an issue, then don’t bother to terminate the fiber.  Installing the cable without terminating is relatively cheap.

-  Spare backbone fibers should include both multi-mode and single-mode fibers.

-  A 200% to 300% spares factor is perfectly reasonable and desirable.  “Run as much as you can afford”.  (Note:  Gould recommended 500% - already in these notes at the end.)

-  Make sure control system fibers get marked as being dedicated to controls.  Otherwise other systems will pirate them.

-  It was noted that you can use a single-mode fiber in a multi-mode application by using adapters.  But the converse is not true.  Keep this in mind if you have to make a choice between the two.  (i.e. Err on the side of single-mode.)

There was some discussion about the implications of connecting PLC Ethernet interfaces to the same network switch as IOCs.  [SP:]  This architecture introduces a number of network management and security issues.  If PLCs are promoted to “network citizen”, they must meet certain requirements.  (e.g. SNMP, Passwords, SSH)  A commercial PLC may or may not meet these requirements.

Scott Pinkerton expressed some security concerns:

a) Suggested that we pay attention to what we really mean by “firewall”:  There are “packet filtering” firewalls and “statefull” firewalls.  e.g.:

· Packet filtering firewalls are sometimes implemented via routers using an access control list.   

· Statefull firewalls keep track of packets that have already gone by.  They are a “session-level” concept.  They are slow and are computationally intensive.

b) Decide on how aggressive we want to be with security.  e.g.:

· Do we want to allow clear text passwords over the network.  (New DOE guidelines disallow cleartext passwords.  Should use SSH or single-use passwords instead.) Not all products (e.g. PLCs) support “ssh”, so encryption may need to be provided for these cases.

· SNMP access.  e.g. we might want to require use of SNMP versions that support encrypted community strings.

c) Consider collecting network flow data from routers.  Keep logged data for a specified period (e.g. for one or two weeks).  This will ensure data is available to help assess what happened during a security incident.

d) Don’t forget modem banks have security requirements, too (e.g. logging).

e) Consider requiring use of “SSH”.  Note that this creates problems since some devices don’t support it (e.g. PLCs).  One solution is to go through an “SSH server” to get to “non-SSH” hosts.  [MT:]  Another solution is to use a VPN product.  

We should work towards publishing a “security policy statement” that addresses these concerns for the control system network.

Part 2: Reviewers  Summary Comments:

Scott Pinkerton:

1) Add discussion to “Network Strategy Document” that addresses administrative services required by the control system network and how we plan to provide these services.  e.g.: How is host name resolution performed?  DNS servers required?  DHCP?  Redundancy required for these services?  (We might want to leverage off of conventional facilities for some of these services).

2) Decide on whether we want to restrict network traffic to IP-based traffic only, or allow other protocols (e.g. AppleTalk).  Life will be simpler if we restrict it to IP only.

Dave Leibfritz:

1. Put a security policy in place.  e.g. Address how access from outside SNS is to be implemented in a secure fashion.

2. Make sure network troubleshooters have access to a portable sniffer, a distributed sniffer, and a Gbit sniffer.

3. Plan staffing so you will have continuous coverage. e.g. Even if primary person is on vacation.

Dan Ciarlette:

For cables in tunnels:  Consider the potential for radiation damage.

Mike Turpin:

(Agreed with others’ comments).

Build security in from the start.  It will save you hassles with auditors later.

John Gould:

1. At RHIC they have already run short on spare fibers.  He says a spares factor as high as  “times 5” can be easily justified.

2. Run lots of spare single-mode fiber (not just multi-mode).  There will likely be high-bandwidth applications that will need it (e.g. closed circuit TV, analog signal transmission, etc.).  (They keep plenty of unterminated “dark” fiber already routed and coiled.)

3. At RHIC network management is performed by three technicians trained at different levels of expertise.   They have access to dedicated modems connected to network management stations.  There are network management stations on both sides of the firewall.

Part 3: Reviewers Written Comments

From: Scott Pinkerton

Overall the design review went very well (in my opinion). I thought that the video conferencing method was very appropriate at this point in time in the program life cycle. 

 Here are my comments/suggestions for you on the SNS controls network review: 

1. Strongly suggest that RFC 1918 - "Address Allocation  for Private Internets" be reviewed to determine whether or not private address space should be utilized within SNS, and if so to what extent it  makes sense to do so. 

2. Strongly suggest that a combination of Single-Mode  and Multi-Mode fiber optic cable be run to all of the wiring closets within the SNS - with adequate  provisions for spares/growth. 

3. Strongly suggest that the subject of security should  be addressed in greater detail:


A position on "clear  text passwords" should be taken (preferably to disallow them wherever possible). If we are generating  flow-down requirements for where devices must/shall  implement features/capabilities like ssh - then we  should call this out early in the design cycle. I would clarify the use of SNMP - consider using SNMP with encrypted community strings.

 
I would suggest that we use more  precise language when describing Firewalls. The term  "packet filtering router" is a better description of using an access control list on a router, and a "stateful firewall" is a better description of a traditional firewall, E.g. Cisco PIX, Gauntlet, etc. .   The subject of encryption should also be developed to describe what elements/segments of the network will be protected with encryption and what elements will not. 

 
I suggest that something like Cisco Netflow data collection (as a current example) be evaluated - is  there a need for this type of data within SNS?  If so, for how long should the data be maintained on-line?  One week, one month ? 

4. I suggest that the issue of "Administrative Services"  be addressed, and expanded on in the documentation. We  should describe the methodology that will be employed  for host name resolution, E.g. host tables, DNS, DHCP,  etc. . Again if we are establishing flow down requirements  for using something like DHCP - we should advertise it  early in the design cycle. Also, we should establish the  appropriate amount of redundancy for the critical  administrative services. 

5. I suggest that we go ahead and explicitly state the network protocols that will be supported within the SNS controls networks - state that only IP traffic will be supported. Also suggest that we explicitly state the router protocol that will be utilized, e.g. OSPF.  

6. Suggest that we clearly state in the design that the final technology selection has not been made, and that we are using terms like Gigabit Ethernet as an example to help facilitate the discussion. 

 
Actually, I strongly recommend that we keep abreast of  developments in "Packet over Sonet (POS)" as a core  backbone technology. Technologies like "Wave Division  Multiplexing (WDM)" might also be very appropriate for  usage in the future. These new technologies can provide  considerable support for future capabilities like  Voice over IP, and Video Conferencing based on H.323. 

From: Dave Leibfritz

Security -  Now is a good time to define your security policy and specify what your minimum requirements are.  Based on this policy the network can be designed and implemented to enforce this policy.  Sniffers -  At least one distributed Sniffer and Gigabit Sniffer should be available for diagnosing network and application problems.  The distributed Sniffer along with a switch can be connected to all the switches from a central point to view any segment of the network. 

Staff - At least two network administrators should have detailed knowledge of all aspects of the network and devices for cases where one individual in not available. 

Terminal Servers - Try to keep the "out of band" subnets (e.g. terminal server subnets) isolated as much as possible for maintaining connections to network devices which may fail or may be unavailable from the primary network.  Critical network devices can be diagnosed much quicker remotely and also do not require a person to be on site to resolve the problem.  A modem could be implemented for remote access to the "out of band" subnet. 

From: Daniel J. Ciarlette

Here are my comments from the November 5, 1999 SNS network review.

The SNS ICS Network Strategy report section 5.7.2 states that redundant IOC connections will not be used in the SNS ICS network between the IOC and the hubs due to the added cost.  Care must be taken to ensure that the non-redundant network connection to the IOC be easily maintained to reduce downtime when the network cabling does have a problem.  The non-redundant sections look like they are localized at the hub for each area.  I recommend that there should be spare cable/fibers between the hubs and the IOCs set aside for backup network connections.  Section 5.7.1 mentions that there will be a network connection at each IOC cabinet for OPI use.  This connection could be temporarily used as the spare in the event of an emergency. 

During the review, the topic of using PLCs directly connected to the ICS network was discussed.   I am concerned about what protocol will be supported by the PLC manufacturer used.  Allen Bradley does have PLCs that support a TCP/IP stack but I’m not sure about others.  I recommend that all IOCs, PLCs or other devices on the ICS network support TCP/IP.  Having other proprietary protocols on the network will make troubleshooting harder.

The in-tunnel and copper portions of the network should be able to withstand the electrical noise and radiation environments that they will be in. 

The SNS ICS network design appears to be robust enough to operate reliably and at the data rates needed.  There is enough redundancy to ensure good reliability without sacrificing cost.  My comments above should be reviewed and implemented if necessary. 

From: John Gould

Clearly a great deal of thought has gone into the preliminary design of the ICS Network  I was impressed by the detail in the documentation made available to the reviewers.  With a little help from John Smith on terminology the design was understood before the eview, so the necessarily minimal presentation of detail at the "video" review was fine for me. In my opinion the design is ready to move to the detailed phase.  A comment on redundancy in the design: Backbone switch redundancy and terminal server access to everything is fine if you can afford it, but the reliability of present day communication equipment is so good that you don’t really need it. This judgement is based on experience with the RHIC network at BNL.

