RESPONSE TO ICS NETWORK FINAL DESIGN REVIEW COMMENTS

(rev. Feb. 11, 2002)

	Item No.
	Sec. No.
	Issue
	Response

	1
	3.1
	Questioned use of term “out of band management” for maintenance network. 
	Agree.  “Out of band management” has been used only where a single-point failure could prevent maintenance access.  The majority of the maintenance network is “in band”.

	2
	3.1
	Recommendation that standard CAT 5 be used, with fall back position to fiber
	Agree.

FYI:  Plans are taking shape to do some EMI testing of 100BaseTX signals.  An RF test stand at LANL will be used as the EMI source.  Hopefully this will shed some light on whether or not we can expect problems.

	3
	3.1
	Redundant network connections between cryo controls and RF controls might be needed.
	The cryo controls system designer has reviewed the possible failure modes and believes that the cryo systems can operate in a degraded mode indefinitely. 

	4
	3.2
	Plan on intrusion detection devices to mitigate risk introduced by reboot-device
	Will comply.

FYI:  A method of remotely changing reboot device passwords has been developed.

	5
	3.3
	LDAP presents single point of failure
	Agree.  We will use redundant DNS and NIS instead.

	6
	3.3
	Back-up service mistakenly portrayed as “out of band”
	Agree; not truly out of band.

	7
	3.3
	RADIUS server missing from the plan
	Agree; will add.

	8
	3.3
	A storage area network solution for the backup strategy should be investigated.
	We will investigate.

	9
	3.4
	Monitor network switch temperatures
	Agree.  We will plan on monitoring switch temperatures via a network management workstation.

	10
	3.5
	Installation cost estimate may be too low.
	We acknowledge this possibility.  However we would like to put off re-estimating the installation costs at this time.  The project office will require us conduct an “Estimate to Complete” effort in a year or so, and we hope to catch any estimate problems at that time.

	11
	4.1-1
	Due to hard-coded password in reboot and terminal server device, network should be IDS protected
	Agree; will add.

FYI:  A method of remotely changing reboot device passwords has been developed.

	12
	4.1-2
	Radius server missing.
	Agree; will add IDS.

	13
	4.1-3
	(a) Temperature monitoring [of switches] should be included AT A MINIMUM.

(b) HP Openview (or equivalent) and a management workstation should be included.
	(a) We will plan to implement temperature monitoring via network management workstation.

(b) We plan to buy a network management workstation but haven’t selected one yet.  We have $25K in our current cost estimate for this item.

	14
	4.2-1
	Lack of requirements documentation.
	Agree we are weak in this area.  Here is what we do have:

a) During the ICS Network Preliminary Design Review, a “Network Strategy Document” was presented.  This document has a high-level requirements section (although it inadvertently excluded cyber security requirements).  It is still available via the web at: <http://www.sns.gov/projectinfo/ics/192/1921/
PrelimDesignReview/networkDesignReview.htm>

b) We do have the “Management and Security Plan

for the SNS ICS System Network”, SNS Document No. 109020100-PN0001 that was presented at the Final Design Review.  This document describes cyber security requirements for the ICS network.

c) A document describing requirements for network admin services is being generated.

d) We are actively prototyping the ICS network to help ascertain and validate requirements.

	15
	4.2-2
	Lack of high-level requirements for administrative services
	See response to item 14.

	16
	4.2-3
	Life-cycle cost of “rabbit” (rebooter & terminal server) may justify developing a better approach now.
	We did a cost analysis that indicated the “Rabbit” approach would be the most cost-effective solution.  It admittedly did not include consideration of future maintenance requirements.

Since the design review, a method for remotely changing passwords had been developed.  Also, we are hopeful that since we are using a private network IP addresses won’t ever need to be changed.  Given these factors, we still believe the “Rabbits” to be the most cost-effective solution.

	17
	4.2-4
	(a) Lack of requirements for name service

(b) Not clear what name service implementation was selected.
	DNS has been selected as the method for name service.

	18
	4.2-5
	Add requirements for:

(a) IDS director/management console.

(b) Network management console.

(c) Centralized syslog server


	We will address these requirements in a network administrative services requirements document.

	19
	4.2-6
	Get rid of “out-of-bound network” reference with regard to the backup VLAN. 
	Will do.

	20
	4.2-7
	Lack of requirements for availability

 
	Agree we are weak in the area of written availability requirements.  Due to cost pressures we have taken a cost-benefit approach to availability.  We feel this is justifiable since redundancy can usually be retrofit fairly easily in the future.  For example, redundant supervisors for the core switches can be simply plugged in.  (A major exception to this is the fiber backbone cabling). 

	21
	4.2-8
	ETC numbers look too low, both for cabling and for general support
	Please see response to item 10.

	22
	4.2-9
	(a) Security plan still too much “in development” for this to be a final design review

(b) Identify the “derived requirements”, e.g. the requirements that are driving IDS or might drive non-reusable passwords for critical hosts (core routers, authentication servers, etc.).
	We will continue to evolve our security plan.

	23
	4.3-1
	Make sure mechanisms are in place to ensure RF load signals can be transmitted in absence of the full normal network operations.
	[We will investigate and if necessary come up with a contingency plan.]

	24
	4.3-3
	Recommends using redundant DNS instead of LDAP or individual lists on individual hosts.
	Agree. This is now our plan.

	25
	4.3-4
	Doesn’t understand why we want to back up every workstation on the network.
	We misspoke.  Our intent is to back up only central servers.

	26
	4.3-6 
	Questions need to separate accelerator and diagnostic VLANs.
	Agree.  We will combine these two VLANs into one.

	27
	4.3-7
	Estimate for technicians and electricians may be low.
	Please see response to item 10.

	28
	4.4
	(a) Recommends adding a sniffer switch.

(b) Having many small network switches will cause staff extra work when it is time to upgrade.
	(a) Given the ease with which sniffer switches could be installed at a later date, we prefer hold off on this.

(b) Agree that this will cause more work for upgrades, but we feel the advantages outweigh the disadvantages.  Advantages of our lower layer of switches  include: 

- Gigabit fiber to the edge provides EMI-resistance and performance

- Cabling requirements are much reduced.

	29
	4.5
	Questions need to separate accelerator and diagnostic VLANs.
	Agree; we will combine these two VLANs into one.
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