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MACHINE PROTECTION SYSTEM LINKS

SYSTEM REQUIREMENTS DOCUMENT

1. Mission 


Provide consolidation of Machine Protection Inputs, communication links and inputs to shutdown devices in support of SNS Machine protection systems.  These protection systems will prevent damage to equipment, minimize prompt radiation levels, minimize radioactivation of equipment, and facilitate beam tuning and start-up.

2. Introduction


SNS Machine protection systems will be required to address the following sets of conditions:

· "Fast Protect" conditions.  Anomalous conditions can occur during a beam pulse that warrant fast cut off of beam at the front end and “dumping” of any stored beam. One example is detection of beam loss.  Another is a spark in a beamline RF cavity.  For some of these conditions a time response on the order of 20(s from detection to beam cut-off is desirable.  This functionality is also important for beam tuning, since it can allow limited operation even when the beam is not controlled in a completely satisfactory manner.

· "Beam Permit" conditions.  There are anomalous conditions for which the consequence will cause excessive losses in the machine and would probably cause equipment damage.  The beam should be inhibited as soon as possible and the inhibit condition should be latched until the condition is corrected and an operator resets the fault.  Typical conditions that fall in this category include a vacuum valve closing or a power supply tripping off.

"Run Permit" conditions. These conditions relate to equipment states that must be in effect in order to operate in a given mode.  A system must be provided to confirm that the facility is configured appropriately for the operator-selected operational mode, and that inhibits beam if it is not.  Conditions that fall into this category include the PPS input verses operating mode, required valves to be open, required power supplies on (or off), and system OK status’s received.  Permit is denied or latched off if it was enabled until condition is corrected and the operator acknowledges.  An exception might be going between beam measurement mode and run mode. 


For SNS, some of these machine protection systems will be made up of components supplied by different WBS elements.  To elaborate, a typical machine protection system can be divided into the following components:

· Event detectors.  An event detector produces a signal in response to some event or unusual condition.  This signal indicates whether or not the corresponding equipment is in a condition suitable for operation.  It is the responsibility of the individual subsystems to produce the signal to the machine protection system.

· Permit links.  The permit link is a communication link that receives signals from the event detectors and MPS hardware logic and (based on the status of these input signals) transmits an "OK / not OK" signal to equipment cut-off hardware.  An “OK” signal implies the carrier is transmitted and a “not OK” signal is the lack of a carrier.

· Cut-off hardware.  This is the hardware that actually disables or shuts off beam or equipment. It is the responsibility of the front-end systems to inhibit the gun or shut off a pulse in progress, and the responsibility of the extraction system to dump the beam at the appropriate time when an abort signal is received.

· Mode Selection.  This is an EPICS application that receives a mode change request and verifies the operating status of equipment.  Inputs for equipment not required for a particular operating mode are masked out and when all required equipment is in a satisfied condition, a request is sent to the mode selection hardware to initiate the mode change.

Table 2.1 below shows the scope of WBS 1.9.2.3 responsibilities with regard to machine protection.  Since this WBS is not involved with the inter-system interlocks or system interlocks, these systems will not be discussed further in this document.

Table 2.1 – Responsibility Matrix

Component:

Function:
Event detectors
Permit Links
Cut-off Hardware

Fast Protect
By others
WBS 1.9.2.3
By others

Beam Permit
“
WBS 1.9.2.3
“

Run Permit
“
WBS 1.9.2.3
“

Front End Equipment
“
WBS 1.9.3
“

Inter-System Interlocks
“
By others
“

System Interlocks
“
“
“


The systems described in this document are for the protection of machine hardware, and not personnel or safety.  Personnel protection is covered under a separate WBS (WBS 1.9.9).


Machine protection systems are neither “safety class,” nor “safety significant;” however because they are responsible for protection of a significant investment, they must be built with as high a degree of reliability as allowed by budgetary constraints.


There are no regulatory requirements imposed on the design of the Machine Protection Systems.  

3. Conditions To Be Mitigated By Machine Protection Systems


Conditions requiring an automatic Machine protection system response are listed in Table A (see at the end of this document).  The assignments of conditions to protection systems are indicated in the table.  Required response times and QA levels are also shown.

4. Fast Protect Link Requirements

4.1 General


The Fast Protection System (FPS) will respond to conditions that require fast cut-off of beam and “dumping” of any stored beam.  The communications portion of the FPS, here designated as the “fast protect link” or FPL, will be implemented by WBS 1.9.2.3.  The FPL will consist of input/output boards, plus the communications and logic required to control beam cut-off devices based on event detector input signals.  The event detectors (e.g. beam loss monitors) and beam cut-off/dump devices are provided by others.

4.2 Inputs


All input signals to the FPL are to be provided as discrete inputs, i.e. “OK / not OK”.  Any logic required to derive the “OK / not OK” condition will be implemented outside of the FPL, by others.  Examples of input sensors to the FPL include Beam Loss Monitors, Beam Current Monitors, and Beam Position Monitors.


For fast shutdown signals, inputs will drive an opto-coupler with a 50 ( input impedance.  The input is active high for the OK state and will trigger on the falling edge.  The signal is a TTL high for OK and low or ground for not OK. The voltage source and current limiting resistor are provided by the system that processes the input sensor.

4.3 Outputs


For all events in Table A listed as being the responsibility of the FPS, the fast protect link will act to transition SNS into a protected state.  Here “protected state” is defined as: (a) beam production terminated (if in progress), and (b) beam stored in the Ring (if any) dumped to the target.


At least two beam cut-off mechanisms will be identified by the project for use by the Fast Protect System.  The FPL will provide interlock signals to this equipment, enabling the FPS to terminate and inhibit beam production.  The cut-off mechanisms selected by the project must provide a fast recovery time since some damaging events may occur frequently.


The FPS will terminate the carrier on the fast protect link which results in a signal being transmitted to the ring extraction system.  The ring extraction system will handle the timing of the kicker firing circuits.  This signal will be active high and go low when an abort is required.  It is the responsibility of the kicker timing system to provide the normal spill signal to the kickers.


The FPS will output an “abort” signal to the event system so that an “abort” event signal can be transmitted to SNS equipment.  This will cause all transient recorders to halt and allow the data history to be read.


The FPS will also provide “OK / not OK” outputs for general use.

4.4 Operational Requirements


In order to support beam tuning and availability in general, FPS input channels should be configurable for automatic reset. (Note that a sustained “not OK” input signal must result in a sustained FPS inhibit regardless of channel configuration).  Configuration parameters should include:

· Whether or not automatic reset is enabled. 

· If enabled, how many times the channel can be reset (within a moving time window) before latching.

· Whether a particular signal is required for the present operating mode.

When automatic reset is disabled for a given channel, or after the allowed number of automatic resets has occurred, a “not OK” input signal will result in a latched FPS output until the offending condition is acknowledged and cleared by an operator.  Automatic resets must have a fast enough time response such that no macropulses are lost after a trip-then-auto-reset event.  This implies that the beam permit must be restored before the next “T0” occurs, or within approximately 15 msec after the previous pulse. 


There must be a mechanism for inhibiting FPL input channels automatically based on the operating mode.  There must also be a mechanism for inhibiting input channels under administrative control (e.g. if a non-essential beam loss monitor fails).  There should be a mechanism for frequently reminding operators of inhibited channels (e.g. a dedicated OPI screen).


The FPS must be capable of reporting to operations personnel the cause of each system trip. “First-out” indication must be provided so that the actual cause of the trip can be determined when alarm conditions cascade.  The primary operator interface should be via the ICS EPICS system.


FPS implementation must accommodate phased commissioning.  (Operation, checkout, and installation of pieces of the FPS will occur simultaneously during the project).

4.5 Performance Requirements


The FPL shall be capable of providing a minimum required response time of 20 (sec.  Here, response time is defined as the time from “receipt of any input signal” to “all critical output signals transitioned to ‘trip’ state”.

4.6 Reliability, Availability, and Maintainability Requirements

.


Table A (at end of this document) lists conditions for which a protection system response is required.  For each condition, a QA level is assigned based on the consequence of a protection system failure for that condition.  The quality level of the FPS will be based on the highest QA level (which is actually the lowest QA level number assignment) shown for FPS-assigned conditions listed in the table.  [At present this is QA level 3]. 


Due to the FPL’s potential impact on the availability of SNS, steps will be taken to ensure the reliability of the system.  Steps will include the following:

· Design the system to operate reliably.

· Design the system to “fail safe” (e.g. A power outage, open circuit, or short circuit should cause SNS to revert to the protected state).

· Design the system to facilitate fast and efficient periodic testing.

· Normal documentation control.

· External automatic monitoring of FPL to verify it is configured and operating properly  (e.g. a software application that compares inhibit status to operating mode).

· FPS hardware labeled and color-coded to warn against unauthorized modifications.

· Where practical, physical separation of FPL hardware from other hardware.


To enhance SNS availability, the fast protect link will automatically inhibit inputs to match the operating mode.  That is, the area of protection will be restricted to only the equipment that is in use during the active operating mode.  (For example, faulty equipment in the ring shall not prevent linac tuning).  See discussion on inhibits above.

5. Beam PERMIT Link Requirements

5.1 General


The Beam Permit Link (BPL) will respond to anomalous conditions for which the consequence is beam loss and possible damage to equipment.  The beam should be latched off until the offending equipment is repaired or returned to an acceptable state and an operator resets the fault.  Typical conditions that fall in this category include vacuum excursions causing a valve to close or a power supply interlock fault causing the DC power to trip off.


The communications portion of the BPL, here designated as the “Beam Permit Link” or BPL, will be implemented by WBS 1.9.2.3. The BPL will consist of input/out boards, plus the communications and logic required for disabling the present pulse and latching the condition based on event detector input signals.  The event detectors (e.g. vacuum valve contacts, magnet current monitors, etc.) and the actual mechanism for inhibiting beam are provided by others.

5.2 Inputs


All input signals to the BPL are to be provided as discrete inputs, i.e. “OK / not OK”.  Any logic required to derive the “OK / not OK” condition will be implemented outside of the BPL, by others.


For the beam permit enable signals, inputs will be TTL level to drive an opto-coupler with a 50 ( input impedance or a set of dry contacts.  The input is active high, or contacts closed for the OK state and will trigger on the falling edge. The voltage source and current limiting resistor are provided by the system that processes the input sensor. 

Outputs


For all events in Table A listed as being the responsibility of the BPL, the beam pulse enable link will act to transition SNS into a protected state.  Here “protected state” is defined as “turn beam off and issue beam Dump request”.
At least two beam inhibit mechanisms will be identified by the project for use by the Beam Permit System.  The BPL will provide interlock signals to this equipment, enabling the BPS to inhibit further beam production.  The inhibit mechanism selected by the project must provide a reliable and fast mechanism for inhibiting beam.


The BPS will also provide “OK / not OK” outputs for general use.

5.3 Operational Requirements


In order to provide high reliability BPS input channels should be configurable to latch the condition until a reset command is received.  For example is a vacuum burst occurs causing a valve to close, an operator must open the valve when the pressure is OK then reset the BPS input.  (Note that a sustained “not OK” input signal must result in a sustained BPS inhibit regardless of channel reset).  Configuration parameters should include:

· Machine operating mode parameters. 

· A configuration controlled bypass mechanism.

· Enable/disable of the bypass mechanism

When a NOT OK input condition is detected the output carrier will drop and the condition latched until the offending condition is acknowledged and cleared by an operator.
There must be a mechanism for inhibiting BPL input channels automatically based on operating mode.


There must also be a mechanism for inhibiting nonessential input channels under administrative control (e.g. if a non-essential input fails).  There should be a mechanism for frequently reminding operators of inhibited channels (e.g. a dedicated OPI screen).


The BPL must be capable of reporting to operations personnel the cause of each system trip. “First-out” indication must be provided so that the actual cause of the trip can be determined when alarm conditions cascade.  The primary operator interface should be via the ICS EPICS system.


BPL implementation must accommodate commissioning plans.  (Operation, checkout, and installation of pieces of the BPL will occur simultaneously during the project).

5.4 Performance Requirements


The BPL shall be capable of providing a minimum required response time of 20 (sec.  Here, response time is defined as the time from “receipt of any input signal” to “next beam pulse inhibited”.

5.5 Reliability, Availability, and Maintainability Requirements


Table A (at end of this document) lists conditions for which a protection system response is required.  For each condition, a QA level is assigned based on the consequence of a protection system failure for that condition.  The quality level of the BPS will be based on the highest QA level (which is actually the lowest QA level number assignment) shown for BPS-assigned conditions listed in the table.  [At present this is QA level 2, but some may actually be QA level 1]. 


Some conditions could result in significant downtime if the BPS fails to act (e.g. a stripper foil failure could result in damage to the injection dump, requiring the dump to be replaced).  Other conditions are not so serious.  It shall be possible to segment the BPL so that strict configuration control may be exercised over critical protection functions, while normal configuration control may be exercised over non-critical functions.  (Note that configuration control here must cover software as well as hardware).


Due to the BPS’s potential impact on the availability of SNS, steps will be taken to ensure the reliability of the system.  Steps will include the following:

· Design the system to operate reliably.

· Design the system to “fail safe” (e.g. A power outage or open circuit should cause SNS to revert to the protected state).

· Design the system to facilitate fast and efficient periodic testing

· Strict configuration control for critical protection functions; normal configuration control for non-critical functions.

·  External automatic monitoring of BPS to verify it is configured and operating properly  (e.g. a software application that compares inhibit status to operating mode)  

· BPS hardware labeled and color-coded to warn against unauthorized modifications.

· Physical separation of critical BPS hardware other hardware.

· The ability to disable software-executed inhibits for selected inputs.


To enhance SNS availability, the beam pulse enable link will automatically inhibit inputs to match the operating mode.  That is, the area of protection will be restricted to only the equipment that is in use during the active operating mode.  (For example, faulty equipment in the ring shall not prevent linac tuning). See discussion on inhibits above. 

6. RUN Permit System

6.1 General


The Run Permit System (RPS) will check the required equipment for compatibility with the selected operating mode.  After a mode is selected, unnecessary equipment masked, and the equipment states verified, the Run Permit System would make the request to the front-end equipment to change the modes.  In addition it will verify that all subsystems are in the OK state before giving the run permit signal OK.  For example, all required valves have to be open, beam stops removed or inserted, transmitter status OK, etc.  The control system will monitor these signals at a slow rate.  An EPICS application will remove the run permit and latch the permit off if conditions change from normal.  An operator will have to fix the condition and acknowledge the alarm before proceeding with beam operations.


Typical conditions that fall in this category include in a valve closed that should be open, inadvertent starting of beam diagnostics with high power beams, or an entire transmitter tripping off.


The shut-down signal of the RPS is implemented through the Fast Protect Link and/or the Beam Permit Link. The RPS hardware will consist of an IOC with input/out boards, plus the EPICS database and logic required to enable/disable the run permit signals.  The event detectors (e.g. valve open / close contacts, vacuum trip points, etc.) and the actual mechanism for inhibiting beam will be provided by others.


When a mode change is requested, the RPS will compare the state of machine equipment against a list of required conditions for the mode.  An operator screen will clearly identify equipment not in a required state.  When all equipment is in the proper state, the request to change the state will be given to the event link.  (Please note: The “event link” is a completely separate system used to synchronize SNS equipment.  We are using the terms “event detectors” and “event links”, but there is no direct connection between the two in the context of this document). The event link equipment will actually change the mode of the machine. Once the event link sends the new mode, MPS hardware will set the mode masks for individual hardware inputs.  The FPL and BPL should now be transmitting the carriers to the front end equipment, enabling the machine to be turned on. The event link equipment is not part of the run permit system and is the responsibility of others.

6.2 Inputs


All input signals to the RPS are to be provided as EPICS Channel Access inputs, a configuration file and the Event link hardware. The EPICS Channel Access inputs should be Binary Input Records.  Any logic required to derive the “OK / not OK” condition will be implemented in the EPICS database logic. The configuration file will contain information about the equipment status requirements for different operational modes.  An Event Link will provide information on the presently configured machine mode.

6.3 Outputs


For all events in Table A listed as being the responsibility of the RPS, the run permit system will act to transition SNS into a protected state.  Here “protected state” is defined as “Latch Beam Permit Off until Corrected”.  The RPS will have outputs to the Fast Protect System and to the Beam Permit System to turn off the beam.


Discrete hardware connections between the front-end systems and the Beam Permit System and Fast Protect System are provided in an IOC by the MPS hardware.  These are controlled using an EPICS application, and the event link input.


The RPS will also provide “OK / not OK” outputs for general use.

6.4 Operational Requirements


The RPS input channels are scanned at least once per second.  The Run Permit System provides a redundant layer of protection to the Beam Permit System, but the main purpose is masking equipment not required for a mode and for disabling beam for mode changes.  There must also be a mechanism for inhibiting input channels under administrative control (e.g. if a non-essential input fails).  There should be a mechanism for frequently reminding operators of inhibited channels (e.g. a dedicated OPI screen).


The RPS must be capable of reporting to operations personnel the cause of each system trip. “First-out” indication must be provided so that the actual cause of the trip can be determined when alarm conditions cascade.  The primary operator interface should be via the ICS EPICS system.


RPS implementation must accommodate commissioning plans.  (Operation, checkout, and installation of pieces of the RPS will occur simultaneously during the project).

6.5 Performance Requirements


The RPS shall be capable of providing a minimum required response time of 1 second.  Here, response time is defined as the time from “receipt of any input signal” to “next beam pulse inhibited”.  The time to switch between modes is also 1 second.

6.6 Reliability, Availability, and Maintainability Requirements


Table A (at end of this document) lists conditions for which a protection system response is required.  For each condition, a QA level is assigned based on the consequence of a protection system failure for that condition.  The quality level of the RPS will be based on the highest QA level (which is actually the lowest QA level number assignment) shown for RPS-assigned conditions listed in the table.


Some conditions could result in significant downtime if the RPS fails to act (e.g. A valve is closed which will result in the valve being destroyed or a power supply is off steering high power beam to a low power dump).  Other conditions are not so serious.


To enhance SNS availability, the Run Permit System will automatically inhibit inputs to match the operating mode.  That is, the area of protection will be restricted to only the equipment that is in use during the active operating mode.  (For example, faulty equipment in the ring shall not prevent linac tuning). See discussion on inhibits above. 

7. Summary

Table 7.1 – System Summary Table


Beam Permit Link
Fast Protect Link
Run Permit System

Time response
20 (sec
20 (sec
~ 1 sec.

Consequence of failure
< $500K

> $50K
< $50K


N/A (FPS and BPES serve as back-up)

Configuration control
Normal and strict, assignment based on potential for loss of capital and/or operating time
Normal
Normal

QA level
QA-2
QA-3
QA-3

TABLE A - CONDITIONS MITIGATED BY SNS MACHINE PROTECTION SYSTEMS

Notes:

MPS = Machine Protection System (i.e. all SNS Machine protection systems combined)

FPS = Fast Protect System 

BPS = Beam Permit System

FE = Front end protection system (by WBS 1.3)

Event number format explanation, e.g. "4.01a" :

4 indicates WBS responsible for detection (in this case WBS 1.4 Linac)

01 = arbitrary event number assignment

"a" distinguishes between different event detectors and MPSs that respond to the same condition.

3.xx
Front End, Source, LEBT, MEBT, RFQ

4.xx
LINAC, DTL, CCL, MEBT, etc

5.xx
Ring, HEBT

6.xx
Target

7.xx
Experimental

8.xx
Conventional Facilities

9.xx
PPS

10.xx
Cryogenics

QA level 1:  >$500K potential loss, severe impact on operations, severe environmental impact, etc.

QA level 2:  >$50K but <$500K potential loss, etc.

QA level 3:  <$50K potential loss, minimal impact

 
 
 
Freq of MPS events
Consequence if not mitigated by MPS
 
MPS
Req’d. response time
QA

Event No.
Event
Cause


Detected by:




 
 
 


 




 
 
 
 
 
 
 
 
 

3.01
LEBT chopper failure: Beam continuously diverted to LEBT chopper electrode

Can’t happen, chopper is AC Coupled.
LEBT chopper voltage fails on
Infrequent
LEBT chopper electrode damaged.
Chopper status

Duty factor monitor
BPS
 
3

3.02
LEBT chopper failure: No beam chopping
LEBT chopper power supply fails off
Infrequent
[MEBT chopper target damaged due to too much beam power?  Other?]
Chopper status

Duty factor monitor
BPS
 
3

3.03
MEBT chopper failure: Beam continuously diverted to chopper target

Condition can not last too long.
Chopper plate voltages become fixed at a constant voltage that diverts beam to chopper target
Infrequent
[MEBT chopper target damaged?]
Chopper status

Beam loss monitors

Duty factor monitor 

Chopper target temperature
BPS
 
2

3.04
MEBT chopper failure: No beam chopping
Chopper plate voltages go to zero due to power supply failure, modulator failure, etc.
Infrequent
Radioactivation of equipment; [Other?]
Chopper status

Duty factor monitor 

Chopper target temperature 

MEBT RF system interlock
FPS

BPS
??
3

3.05
Beam loss in front end 
Magnet power supply failure; Magnet failure; RF system failure; Vacuum system failure; Beam steering error; [Other?]
Frequent
Equipment damage; radioactiviation of equipment; prompt radiation
Beam loss monitors

Magnet current monitors

"RF system OK / not OK" Vacuum system OK / not OK 
FPS
 
3

3.06
Beam power too high for end-of-MEBT beam stop 

What MEBT Beam Stop?
Beam power too high due to high current, duty cycle too long, chopper failure, etc.; Beam stop not ready (e.g. cooling water off)
Infrequent
End-of-MEBT beam stop damaged
Beam power

beam current monitor

“Beam stop ready"


BPS
Next macro-pulse
2

3.07
Beam current density too high for end-of-MEBT beam stop

What MEBT Beam Stop?
MEBT quad failure; failure of beam defocusing function
Infrequent
End-of-MEBT beam stop damaged
Magnet current monitors

Power Supply Status
BPS
Next macro-pulse


2

3.08
Beam operates while front end in-line vacuum valve is closed
Vacuum valve failure
Infrequent
Vacuum valve destroyed
Vacuum valve Not Open switch.
BPS
Next macro-pulse
2

 
 
 
 
 
 
 
 
 

4.01a
Beam loss in Linac
 Beamline configuration error
Infrequent
[Quenching of SRF cryomodule where beam is lost?]; equipment damage; radioactiviation of equipment; prompt radiation
Power Supply Status

Configuration Control

Beam loss monitors
BPS

FPS
Next macro-pulse
3

4.01b
Beam loss in Linac
Magnet power supply failure; Magnet failure; RF system failure; Vacuum system failure; Beamline configuration error; [Other?]
Frequent
[Quenching of SRF cryomodule where beam is lost?]; equipment damage; radioactiviation of equipment; prompt radiation
Beam loss monitors

Power Status

Beam current accounting system
FPS

BPS
20 usec
3

4.03
Beam operates while linac in-line vacuum valve closed
Vacuum valve failure
Infrequent
Vacuum valve destroyed
Valve Status

Beam loss monitors

Configuration Control
RPS

BPS
1 sec

20 usec
2

4.06
In linac: insertion device inserted in beam path when more beam power is permitted than the device can stand
Insertion device control system failure.  (Insertion devices are supposed to know when they shouldn't be inserted and respond accordingly)
Frequent
Insertion device damaged or destroyed
Configuration control

Beam loss monitors
RPS

BPS
1 sec

20 usec
3

4.09a
RF not ready
 
Frequent
Beam loss 
LLRF
FPS

BPS

RPS
20 usec

20 usec

1sec
3

4.09b
Spark RF waveguide
Bad Vacuum, Quench
Frequent
Beam loss (assuming RF is cut off automatically by RF controls)
LLRF

Beam loss monitors
FPS
20 usec
3

4.09c
RF cavity quench
Bad Vacuum, Quench
Frequent
Beam loss (assuming RF is cut off automatically by RF controls)
LLRF

Beam loss monitors
FPS
20 usec
3

 
 
 
 
 
 
 
 
 

5.01a
Beam power too high for linac dump
Beam current set too high for linac tuning mode; Beam duty cycle set too long for linac tuning mode; HEBT dipole failure during high-power operation; Dump not ready (e.g. cooling water failure)
Infrequent
Beam dump damaged
Beam loss monitor

Configuration control

Beam Dump

Duty Factor Monitor
FPS

BPS

RPS
Next macro- pulse
3

5.02a
Beam center position error on linac dump [Ref. Tgt IDD]
Magnet failure; power supply failure; or misalignment
Infrequent
Linac beam dump damaged
Beam position monitor

HARP

Magnet current monitor
FPS

BPS

BPS
Next macro-pulse
3

5.03
Beam current density too large or too small for linac dump [Ref. Tgt IDD]
Magnet failure; power supply failure
Infrequent
Linac beam dump damaged
Magnet current monitor

HARP

Power supply status

Dump protection system
RPS

BPS

FPS
Next macro-pulse
2

5.04
Ring Injection system fails
Injection septum power supply out of tolerance; Injection dump septum power supply out of tolerance; Injection kicker charging power supplies out of tolerance; Injection kicker PFN cap bank out of tolerance 
Infrequent
Equipment damage; Equipment radioactiviation
Beam loss monitors

Beam Current Monitors


FPS

BPS
20 usec
3

5.05a
Point beam loss in HEBT, Ring, or RTBT
Magnet power supply failure; Magnet failure; RF system failure; Vacuum system failure; Beamline configuration error; [Other?]
Frequent
Equipment damage; radioactiviation of equipment; prompt radiation
Beam loss monitors

RF status

PS status
FPS

BPS
20 usec

Next macro-pulse
3

5.05b
Total beam loss in HEBT, Ring, or RTBT exceeds 2E10 protons per macropulse
Beam at injection is grossly off energy; ring dipole magnets incorrectly set; linac energy off design; injection problems; extraction problems; space charge blow-up; etc.
Frequent
Radioactiviation of equipment
Beam loss monitors

Beam Current monitors

Beam loss accounting system
FPS

BPS
 20 usec

Next macro-pulse

seconds
3

5.06
Beam operates while HEBT, ring, or RTBT in-line vacuum valve is closed
Vacuum valve failure
Infrequent
Vacuum valve destroyed
Vacuum system
RPS

BPS
1 second

20 usec
2

5.07
Extraction system equipment failure
Extraction septum power supply out of tolerance; Extraction kicker charging power supply out of tolerance (14 units); Extraction kicker PFN cap bank out of tolerance (14 units); Magnet failure
Infrequent
Equipment damage; Equipment radioactiviation
Beam loss monitors

PS status

(Can operate with 1 kicker down)
BPS

RPS
20 usec

Seconds
3

5.08
Extraction kicker PFNs not charged up in time for next macropulse
[A consequence of operating close to the min. rise time of the system?]
Infrequent
Equipment damage; Equipment radioactiviation
Kicker system
BPS

FPS
Next macro-pulse
2

5.09
In Ring, HEBT, or RTBT:  Insertion device inserted in beam path when more beam power is permitted than the device can stand
Insertion device control system failure.  (Insertion devices are supposed to know when they shouldn't be inserted and respond accordingly)
Frequent
Insertion device damaged or destroyed
Insertion system


BPS

RPS
Next macro-pulse

1 second
3

5.10
Beam power too high for ring injection dump
Stripper foil failure; Beam current too high during injection tuning; Beam duty factor too high during injection tuning; Magnet failure during high-power operation; Dump not ready (e.g. cooling water off)
Frequent
Ring injection beam dump damaged
Beam loss monitor

HARP

Current Monitors

Current account system

2nd foil SEM

(Foil video)

Dump protection system
FPS

BPS

Operator
20 usec

seconds

20 usec

seconds
3

5.11
Beam-on-injection-dump center position error  [Ref. Tgt IDD]
Magnet failure or misalignment
Infrequent
Ring injection beam dump damaged
Beam position monitor

HARP

PS system

Magnet current monitor
FPS

BPS
20 usec
3

5.12
Beam-on-injection-dump current density too large or too small [Ref. Tgt IDD]
Magnet failure
Infrequent
Ring injection beam dump damaged
Beam position monitor

HARP

PS system

Magnet current monitor
BPS
Next macro-pulse
2

5.13
Beam power too high for ring extraction dump
Beam power too high (during extraction tuning); Magnet or power supply failure (during neutron production); Dump not ready
Infrequent
Ring extraction beam dump damaged
Beam loss monitor

Duty factor monitor

Current monitor

Dump protection system
FPS

BPS
20 usec
3

5.14
Beam-on-extraction-dump center position error on dump [Ref. Tgt IDD]
Magnet failure; magnet pwr. supply failure
Infrequent
Ring extraction beam dump damaged
Beam position monitor

HARP

PS system

Magnet current monitor
FPS

BPS
20 usec
3

5.15
Beam-on-extraction-dump current density too large or too small [Ref. Tgt IDD]
Magnet failure; magnet pwr. supply failure
Infrequent
Ring extraction beam dump damaged
Magnet current monitor; Beam profile monitor (harp in front of dump)
BPS
Next macro-pulse
2

5.16
RF in ring, HEBT, or RTBT cavity while vacuum not high
Vacuum leak; Vacuum pumping system problem
Infrequent
[X-rays? Damage to RF equipment? Damage to cavities?]
Vacuum gages
RF sys I/L
 
 

5.18
Beam power too high for mercury target
Front end operating outside current envelope; Timing system failure results in large duty factor
Infrequent (impossible?)
Target damage
Beam power calculation derived from beam current monitor

Beam loss Monitors

Beam current monitors
BPS
Next macro-pulse
2

5.19a
Beam-on-target current density too high
Magnet failure; Magnet power supply failure
Infrequent
Target damage
Magnet current

HARP
BPS

RPS
Next macro-pulse
2











5.2
e-p instability
[We wish we knew…]
Unknown
Radioactiviation of equipment; prompt radiation
Beam loss monitors

dI/dT monitor ?

Loss accounting

Current accounting
FPS
20 usec
3

 
 
 
 
 
 
 
 
 

6.03a
Major target mercury leak
Target pressure boundary failure
Infrequent
None.  (Target Protection System will trip on this condition). BPES trip will provide defense in depth for the TPS
Mercury pump discharge pressure [REB says use other diverse signals instead]
BPS
1 sec.
2

6.03b
Minor target mercury leak
Target pressure boundary failure
Infrequent
Mercury contamination of primary cooling water circuit; loading of mercury removal equipment in HVAC system
Mercury leak detectors
BPS
1 sec.
2

6.04
Major target shroud water leak
Target pressure boundary failure
Infrequent
Beam energy vaporizes water; vapor released to environment
Target shroud water pump discharge pressure
BPS
1 sec.
2

6.05
Target mercury cooling inadequate
Primary cooling loop loss of flow (pressure boundary failure, pump trip, etc.); Secondary cooling loop failure (pressure boundary failure, pump trip, etc.)
Infrequent
None.  (Target Protection System will ultimately trip on this condition). FPS trip will provide defense in depth for the TPS and prevent challenges to TPS in some instances.
Mercury pump discharge pressure; Mercury temperature; Secondary cooling loop water pump discharge pressure
BPS
Next macro-pulse
2

6.06
Proton window cooling inadequate
Proton window cooling loop failure (pressure boundary failure, pump trip, etc.)
Infrequent
Proton window failure; subsequent pressure wave into RTBT; water vapor into RTBT.
Proton window water pump discharge pressure; Window discharge water temperature; [Water flow?]
BPS
Next macro-pulse
2

6.07
Target peripheral component (moderators, etc.) cooling inadequate
Target component cooling loop failure (pressure boundary failure, pump trip, etc.)
Infrequent
Target peripheral component (moderators, etc.) damage
Target component water pump discharge pressure; Target component discharge water temperature; [Water flow?]
BPS
Next macro-pulse
2

6.08
Reflector D2O cooling inadequate
Reflector D2O cooling loop failure (pressure boundary failure, pump trip, etc.)
Infrequent
Reflector damage
Reflector D2O pump discharge pressure; Reflector D2O discharge temperature; [D2O flow?]
BPS
Next macro-pulse
2

6.09
[Hydrogen leak?]
 
 
 
 
 
 
 

6.1
[Keep?:]  Target Protection System trip
Target failure; Target cooling system failure; TPS equipment failure
Infrequent (~2/yr)
None, but does contribute to  reliability of TPS outputs
"TPS OK / not OK" signal from TPS system
BPS
Next macro-pulse
3

 
 
 
 
 
 
 
 
 

9.01
Crash switch actuated in central control room
Operator actuates crash switch due to perceived problem
Infrequent
 
Crash switch contacts
PPS
Next macro-pulse
3

9.02
[Keep?:]  Linac PPS trip
Personnel  violate access controls; PPS equipment failure; Excess radiation in areas where people are; Improper beamline configuration; etc.
Infrequent (~2/yr)
PPS will cut off beam itself, so only reasons for FPS to cut off beam are: (a) cut off beam faster (b) to improve the reliability of PPS beam cut-off (c) maybe soften the impact of the harsh PPS cutoff.
PPS OK / not OK signal from PPS system
BPS
Next macro-pulse
3

9.03
[Keep?:]  Ring PPS trip
Personnel  violate system; Equipment failure; Excess radiation in areas where people are
Infrequent (~2/yr)
PPS will cut off beam itself, so only reasons for FPS to cut off beam are: (a) cut off beam faster (b) to improve the reliability of PPS beam cut-off (c) maybe soften the impact of the harsh PPS cutoff.
PPS OK / not OK signal from PPS system
BPS
Next macro-pulse
3

9.04
[Keep?:]  Target PPS trip
Personnel  violate system; Equipment failure; Excess radiation in areas where people are
Infrequent (~2/yr)
PPS will cut off beam itself, so only reasons for FPS to cut off beam are: (a) cut off beam faster (b) to improve the reliability of PPS beam cut-off (c) maybe soften the impact of the harsh PPS cutoff.
PPS OK / not OK signal from PPS system
BPS
Next macro-pulse
3

9.05
Timing system failure
Timing system hardware or software failure
Infrequent
Many possibilities;  [potentially a sustained beam, or does FE have overrides to prevent this?]
Timing system diagnostics; [external watchdog?]
BPS
Next macro-pulse
3

9.06
Control system failure
IOC failure;  Comm. link failure
Frequent
Equipment damage
Watchdog timers; System diagnostics
BPS
Next macro-pulse
3

9.09
Master chopper phase gets "ahead" of 60 Hz line phase, and so calls for extraction before end of macropulse
Chopper drive problem, etc.
Infrequent
Extraction occurs too soon, so tail of macropulse is lost in ring.  [Also, if line sync signal is driven by chopper:  Linac klystron performance shifts, changing tuning.]
"phase error" signal from timing system
BPS [or tim sys?]
Next macro-pulse
3

9.09
Master chopper phase gets "behind" 60 Hz line phase, and so calls for extraction too late.
Chopper drive problem, etc.
Infrequent
Extraction occurs too late, so beam has more opportunity to go unstable  in ring.  [Also, if line sync signal is driven by chopper:  Linac klystron performance shifts, changing tuning.]
"phase error" signal from timing system
BPS [or tim sys?]
Next macro-pulse
3

































































