Minutes from

Equipment Protection System (EPS)

Orientation Meeting For Coles Sibley

(6/6/00)

Attendees: Ken Reece, Bill Stone, Bill DeVan, George Dodson, Coles Sibley, 

Paul Wright, Tom Shea

Presented the current state of equipment protection system design.

1. Issue:  Need to review the reasons for having separate “fast protect system” and “beam pulse enable system”.   Is it really necessary to have separate systems?

2. Discussed inter-system interlocks:


Tom Shea brought up the following system interlock requirement:  There are beam profile monitors that can only handle a 50 (sec macopulse at 60 Hz.  They will be obliterated if they happen to sustain a full-length macropulse.  Tom would like to see a simple, reliable, general-purpose system in place to provide this interlock capability.


One possible solution:  Current plans are for beam diagnostics to have an ethernet interface with a simple protocol.  The beam diagnostics will be connected to the same network hardware as the ICS.  Via this network, the BPrM can tell the “duty cycle controller” at the Front End “I want to go in”.  Duty cycle controller can then set duty cycle parameters accordingly and then tell the BPrM “OK to go in”.  When the BPrM is through, it will then tell the duty cycle controller “I’m out now”.  The duty cycle controller can then allow longer macropulses.


Discussed methods to limit or determine actual beam power to protect physical devices such as dumps and beam diagnostics.


Issues/Actions:


Re-think the global controls position on inter-system interlocks.  Should we provide such a system?

 
What parameters do you measure to verify that the actual duty cycle matches the operating mode (e.g. operation into linac dump)?.

3. Regarding connection of beam diagnostics to the ICS network:  Discussed cost and performance impact on the ICS network.  Assuming that there will be an EPS PCR, Ken says include the ICS network changes in that PCR as well.

4. Tom says that “high integrity beam instrumentation” (if required) is not included in his present scope of work.

5. Discussed some accidents that are likely to drive the EPS design.

Issues:

· Re the broken injection foil accident:  Need to work with Target people to find out:

- For this accident, how long do we have to respond before the dump is damaged?

- Is there a reliable process parameter (e.g. cooling water temperature) that responds fast enough to generate an input to the high-integrity equipment protection system?

· Arcing in the SRF cryomodules:  Arc detectors will signal the RF to shut down.  Beam should then be cut off by EPS based on input from RF.  There is some question as to how fast the EPS needs to act and how reliable this EPS function needs to be.  So:  Need to work with JLab to determine just how much beam power the cryomodules can take before they quench.

6. Discussed some “holes” in the EPS design:

· Power supply current monitors: Ken favors use of digital meter relays to measure power supply current to ensure proper beam energy.  These are not in anybody’s scope of work at present. 

· Beam loss monitors:  Tom suggests that the beam loss monitors currently being planned are too complicated for a high-integrity system.  If we need them to be high-integrity, then we may need a whole new set of simpler BLMs dedicated to the EPS.

Action:  Identify “event detectors” that are not in anybody’s scope of work.  [Bill’s plug: If we flesh out the “Event List” (including the “detected by” fields) then we will know what input signals we need and how reliable they have to be.  We can then determine who’s scope of work the “event detectors” are in.]

7. Discussed how to measure accumulated beam losses and take action when high losses are detected.  Decided this wasn’t a function of the FPS or BPES.  Discussed whether EPICS was reliable enough to perform this function (but no decision made).

8. Consensus was that a beam current transformer upstream of the ring injection dump was a good secondary (i.e. “non-high-integrity”) approach to detecting when an injection foil breaks.

9. Discussed the likely need for a “diagnostic mode” e.g. where BPrM does a scan.  This needs to be automated so that it can be executed quickly so availability is not impacted.

10. Ken noted that alarming must be an integral part of whatever EPS architecture we come up with.

